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A smart, anticipating, and learning environment will have a great impact on privacy. Ambient Intelligence
will be everywhere, is invisible, has powerful sensing capabilities, and most of all has a memory. Because
of this memory (or context history), people sometimes could be confronted with actions and behaviour
from the past which otherwise would have been forgotten. One of the main difficulties with privacy
and ubiquitous computing is the way how data is collected. When making a transaction with a web
shop, it could be quite clear which kind of data has been exchanged. Ubiquitous computing techniques
however, such as small sensors or cameras equipped with powerful image recognizing algorithms, often
collect data when people are not aware of it [4]. In that case it is possible that people think they are in
a closed private area (such as coffee rooms), but in reality they could be monitored by sensors in that
room without having their consent.

Several techniques have been proposed in the literature which let donors of the data specify privacy
policies, in order to give control about their data to the owners of that data [5, 2]. Although such policies
are rich enough to let people control who, when, how long, and what kind of information can be disclosed
to specific applications, enforcing those policies is usually done through access control. Only relying on
access control mechanisms to protect against unauthorized disclosure of data, is not sufficient in terms
of privacy protection [1]. Perhaps the context databases can be trusted now, but they might not be in
the future (e.g. due to the change of privacy regulation laws, human mistakes, et cetera). Therefore,
limited retention techniques are highly desirable to prevent large context histories to be disclosed.

The amount of smartness of applications is bound to the quantity and quality of the data they can
use. The more accurate the data is, and the more data has been gathered from a certain individual, the
better a smart application can learn from that data without user interaction [3]. The challenge is to find
the best balance between the quality and quantity of data at the one side, and the privacy sensitivity of
the data at the other side.

To find a balance between smartness and privacy, we propose to physically degrade the data according
to application requirements and/or user preferences. By degrading data, the goal is to only retain the
minimal form of information needed to maintain the desired view of the data. Generating such view by
means of degradation functions, and to keep the result of the queries on that view adequate is difficult,
since additional information is needed to update the view when new sensor data arrives. To go a step
further, progressive degradation (degrade data in multiple steps) and user defined degradation policies
can be used to further balance privacy and smartness for the Ambient Intelligence.
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