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Abstract

Presentation tools have become an important milestone in communication
media. It is also the �rst milestone that has been accompanied with so much
criticism, being blamed for being a bad stand alone medium to communicate
and for elevating format over content. However, we should not characterise
presentations by their slides alone, since the bodily and spoken performance
of the presenter is equally important for e�ective communication. There-
fore, we analysed how we use and interact with current presentation tools so
we could identify current limitations in term of navigation and free creation
of content. In current presentation tools we can for example only traverse
slides linearly and there are no room for free creation of content, making
more complex narrative di�cult. Once these limitations were identi�ed, we
proposed a solution that solves them by integrating multimodal interaction.

In our solution, we introduced new features into MindXpres, a content-
oriented presentation tool, which enables multimodal interaction. By using
gestures which are all familiar to us, such as pointing and touch, we were
able to o�er a solution that feels natural to use and that copes with the
identi�ed limitations.
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1
Introduction

Presentation tools such as Microsoft PowerPoint1, Apple Keynote2 or Open-
O�ce Impress3 have become an important milestone in communication me-
dia. Slideshare4 alone, which distributes and shares presentations, has 216
million views a month. However, contrary to the overhead projecter from
which digital slideware have evolved, slideware has been accompanied with
extensive criticism. The base for this criticism lays in the cognitive style
of these tools. They all lack a high resolution, interaction and make use of
similar templates which point the user to create presentations which are full
of so-called PowerPointPhlu�:

"serious analysis with chartjunk, over-produced layouts,
cheerleader logotypes and branding, and corny clip art"

"weakening verbal and spatial reasoning, and almost al-
ways corrupting statistical analysis" [45].

The criticism further blames current slideware for not only the Columbia
disaster, but also for far more widespread communicative disasters in busi-
ness meetings and lecture halls [45].

The presentation tool MindXpres was developed with this in mind, tak-
ing a new approach on how to create, share and deliver presentations. It
di�erentiates itself by providing new features such as non-linear traversal,

1http://office.microsoft.com/en-us/powerpoint/
2http://www.apple.com/iwork/keynote/
3http://www.openoffice.org/product/impress.html
4http://www.slideshare.net/

2

http://office.microsoft.com/en-us/powerpoint/
http://www.apple.com/iwork/keynote/
http://www.openoffice.org/product/impress.html
http://www.slideshare.net/


3 CHAPTER 1. Introduction

a zoomable interface, new ways of visualising speci�c types of information,
semantic highlighting and so on. Presenting us with a second problem in
current slideware: the lack of interaction support. Most of the interaction
in digital presentations is still done with a mouse and keyboard. Supporting
such a limited amount of inputs restrains the functionalities. Although there
exist multiple solutions for enhanced interactivity for the most common pre-
sentation tools, they often require expensive specialised hardware and do not
try to enhance the tools themselves.

So the question we ask ourselves is: how do we interact with slideware dur-
ing a presentation?". A �rst obvious interaction is navigating through the
slides. In current slideware, this is a simple task, since the slides themselves
have a linear traversal. Nevertheless, this requires the presenter to go to his
computer and use the keyboard or use a remote if one is available. When
using MindXpres, we can also have a non-linear traversal. Needless to say
that a remote won't do anymore thus obliging the presenter to move towards
his computer, unless he only makes use of linear traversal. Furthermore the
presenter will often point towards his presentation. To point things out is
to give meaning to something. We could even say that if something isn't
pointed out, it has no meaning, it isn't important [4]. This is often done
with a pointer, a stick or by hand. In Chapter 2, through a literature study,
we'll start our investigation on how current slideware tools are used and
what we use them for. We also reveal the hidden e�ects of slideware using
McLuhan's power points. Only by fully understanding how we use a speci�c
technology, and how it a�ects our habits, can we know where and how to
improve it. We also take a look at the importance of interaction during a
presentation, as we should consider slides as enactments in which speech and
images are interrelated with technology and media [25].
Chapter 3 will �rst discuss multimodal interaction. We'll take a look at its
history, its objectives and possibilities. We then look at some related work
in the context of presentations, with their advantages and disadvantages.
Chapter 4 will introduce our ideal presentation tool, and how MindXpres is
part of this solution.
Chapter 2 and 3 will thus be used as the foundation for the proposed solu-
tion described in Chapter 4. We'll use what we've learned from literature
and related work to integrate multimodal interaction, together with a mul-
timodal interface, for the MindXpres presentation tool. The actual solution
and implementation is discussed in Chapter 6, based on the technologies in-
troduced in Chapter 5. All of the previous work is then followed by a use
case in Chapter 7. And �nally, in Chapter 8 we discuss the contributions
together with possible future work.



2
Limitations of Current Slideware

In this chapter, we'll take a closer look at the literature about common pre-
sentation tools like PowerPoint, Keynote and OpenO�ce Impress. Because
these tools were designed with keyboard and mouse interaction in mind, we
would like to analyse what changes are required if we want to integrate mul-
timodal interaction. Therefore, we'll investigate how we use and integrate
current slideware in our daily lives.

4



5 CHAPTER 2. Limitations of Current Slideware

2.1 Common Slideware

Most of the literature talks about Microsoft PowerPoint. However, because
of the similarities between each of these tools, sharing a similar intuitive
graphical editor for slides with support for multimedia, charts, animation
and e�ects, we will consider PowerPoint, Apple Keynote and OpenO�ce
Impress to be equivalent.

Figure 2-1: Microsoft PowerPoint, Apple Keynote and OpenO�ce Impress
side to side.

2.1.1 Criticism on Common Slideware

PowerPoint has become a preferred method of communicating, presenting
and sharing knowledge. However, a lot would agree by saying that presen-
tations often leave something to be desired. This can partly be solved by
knowing how to make good presentations, and a lot of literature has emerged
on doing just that. However, not everybody agrees that it is just a problem
on how we use PowerPoint or other common slideware, but rather a problem
with the tools themselves. Tufte [45], who generated a tsunami of criticism,
goes as far as calling PowerPoint `evil'. He says that PowerPoint has the
worst signal/noise ratio of any communication method known on paper or
on the computer screen and that it `elevates format over content', turning
everything into a sales pitch.

2.1.2 Habits of mind

Following his footsteps, some further interesting analyses were made on ex-
plaining why PowerPoint may not be the best way to communicate, present
and share knowledge.

"There is a deep link between humankind and our machines.
Our tools or techne extend our reach, abilities, sensory per-
ception, locomotion and understanding. In adopting a tool,
we invite it to enhance, or more dramatically transform what
we do and how we perceive the world." [4]

Since PowerPoint is heavily used in not only the o�ce, but also in classrooms
and online, we are changing the way we share and gather information. An
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example to support this statement, as given by Catherine Adams, is the us-
age of mobile phones. Mobile phones have drastically changed the way we
keep in touch with each other, challenging and re-framing notions such as
availability and autonomy.
We can safely assume that every new technology, such as slideware used in
classrooms, embodies a new form of thinking [4]. The question we ask our-
selves now is how PowerPoint and other common slideware a�ect our habits
of mind? Once we can answer this question, we can also change it, and
propose a solution.

2.1.3 McLuhan's Power Points

McLuhan composed `four laws of media' to reveal the hidden e�ects of tech-
nology [29]. These are:

� What does the medium enhance or intensify?

� What does it render obsolete or displace?

� What does it retrieve that was previously obscolesced?

� What does it produce or become when pressed to an extreme?

The responses to these questions compose a tetrad. This tetrad focusses
its attention on simultaneous e�ects of the technology. Catherine Adams
composed following tetrad for PowerPoint:
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Figure 2-2: PowerPoint tetrad, Catherine Adams

Through common slideware, the presenter can point more accurately, vividly
and rapidly at text and images. Pointing, or the act of signifying, is a cen-
tral pedagogical practice. It goes as far as saying that, when something
isn't pointed out, that is has no signi�cance [4]. This has its downside. If
something that is being said is not on the slides, people often perceive it
as being insigni�cant. And when pointing at everything, you are pointing
at nothing at all. The Columbia Shuttle disaster demonstrates this wonder-
fully. Because every bullet in the slides presented critical information, the
most critical point, `buried' several levels deep, couldn't be discerned from
the rest and the meaning of this information passed unseen.
PowerPoint favours information that can be displayed on a single slide, that
is, a 4:3 or 16:9 rectangular. All information that does not �t often has the
disadvantage that it must be abbreviated, thus su�ering loss of information.
(ref) There is the possibility to distribute information over multiple slides,
but in opposition to a book, the audience does not have the possibility to
look back, making complex narrative di�cult [4]. This is further enforced by
the linearity of the slides which forces the presenter to think in a sequence
of 4:3 frames. However, the linearity is also a strength. It helps mapping
out a clear, singular course to follow.
Because of the reasons mentioned above, the audience will more often ex-
perience a projected product, the `sales pitch' and less often the process of
the knowledge-in-action. In other words, it reclaims rhetoric or persuasive
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speech, aiming straight at the mark. PowerPoint is designed to eliminate `un-
necessary' sub-steps, favouring the most e�cient path to an end, resolving in
its turn in Cole's notes. Cole's notes are a simpli�ed version of some complex
book, instruction, or narrative, often used by students while studying.
PowerPoint is completely presenter oriented, rendering conversation obso-
lete. It enforced a monologue from the presenter towards his audience. It
renders Socratic dialogue, a form of teaching and learning that involves the
�owing juxtaposition of like and unlike ideas over time in complex discourse,
impossible since this kind of conversation is not easily transferable to a pre-
determined slide format.
Another strength and weakness is the ease in which one can show digital
content. It renders obsolete direct experience or apprehension of the world
compared to the whiteboard alone, since one can show an image or video of
an artefact on the �at display instead of bringing it to class. The actual is
more and more replaced by the virtual. In a certain way, it revives Plato's
Cave [4]. Rather than the shadows projected on the wall, the audience now
witness a projection of bright light upon the wall to share knowledge.
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2.2 The Importance of Interaction

The arguments criticising PowerPoint have become quite popular and many
seem to agree, at least partially, with Tufte's remarks and opinions. How-
ever, not much has been said about the factual use of common slideware. It
is equally important to consider how the usage of common slideware a�ects
the performance of speakers and audiences. In other words, we can't just
reduce technically supported presentations to slides, texts and visualisations
only, but we should consider them as enactments in which speech and im-
ages are interrelated with technology and media [25]. A presentation can
thus be considered as a communicative event, characterised not only by its
slides, but also by the bodily and spoken performance, as by the activities
of audiences.

2.2.1 Forms and Functions of Pointing

A study has been made on the performance of such presentation, with the
focus on pointing, since pointing is most speci�c to this genre of communica-
tive event [25]. When we speak about pointing, we refer to body movements
and gestures which cannot be understood without additional contextual in-
formation, sometimes accompanied by speech, typically occurring within in-
teraction. It is an interaction that we are able to perform without explicitly
knowing when and how.
The meaning of gestures can be reconstructed by identifying the particular
gestural forms that `carry' meaning [23]. In the case of pointing, we can
distinguish iconographic gestures that appeal to visual images or mimetic
gestures that mimic other processes. Most popular is pointing with the in-
dex �nger, but a lot of technical instruments are also available to support
pointing: sticks, pens and pencils as well as a computer mouse can be used
to point in PowerPoint presentations. The most popular for common slide-
ware is the use of the laser pointer. As noted by Hubert Knoblauch, the
fact that pointing also includes pointing by technical aids means that the
signi�cation of pointing is not dependent on the sign itself as gesture studies
would suggest. Pointing in this case is directly related to other aspects of
communication: speech and visuals. It is this relationship which make cer-
tain passages of a presentation decipherable: the presenter can point at an
illustration to make his talk decipherable. Pointing movements can also be
understood as interpretations of what the speaker is saying and what he is
hinting at [25]. It is safe to say that pointing does much more than just refer
to something given. Its the interplay between pointing, speech and visuals
that give meaning. Taking one of these out of the equation leads to a reduce
in communicative performance of the presentation as a whole.
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2.2.2 Second Degree of Pointing

Not only by pointing, but also by changing the body or face orientation, the
speaker can draw the attention from or to the screen. While we can hardly
call this a gesture, it somehow performs the function of pointing. The same
can be done by a slide on which not much information is shown, but which
supports the talk of the speaker visually to create a duality in the structure
of the talk. The slide is then not decisive for understanding the presentation,
but it is the spoken text in combination with certain elements of the slide
which create a dual structure. This paralleling between the spoken and visual
can be understood as pointing since what is said becomes evident by being
seen and vice versa.

2.2.3 Re�ecting on Tufte's Criticism

When criticising PowerPoint, Tufte ignored the fact that presentations as a
whole cannot be reduced to the slides alone. It is important to notice that
the communication process is much more than what is shown on slides alone.
PowerPoint integrates the visual media into an overall structure of speech.
The typical slide does not much more than illustrating what is being said.
Pointing thus produces a `surplus' of meaning that allows us to understand
what goes on [25].
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2.3 Doumont's Response

The same remarks have been made by Jean-Luc Doumont in his paper re-
sponding to Tufe [14]. A �rst highlight in his argument is that oral presen-
tations are not written documents. A presentation should thus be a com-
plementary communication media which try to convince the audience of key
messages with selected evidence and non-verbal communication. Another
key point however is that the tool is not the product. It goes without saying
that many people see the product as being di�erent if it were transparencies
or Powerpoint slides. The end product should be the same, however, because
of the emphasis slideware put on deeply hierarchical bullet lists and the pre-
occupation with format over content, there exists a confusion between the
end-products and their tools. While, according to Doumont, Tufte uses a
faulty reasoning, he's not denying that Powerpoint's overall structure does
not help us by avoiding common mistakes in the creation of slides. There
are still too many presentations out there which primary function is for the
speaker to remember his text, or worse, to simply read his text from to slides
to his audience. Slides should help the audience to understand the material
better. But how can we guarantee that our slides do just that?

2.3.1 Doumont's Guidelines

Doumont believes that it is not an impossible mission to create slides which
are helpful to the audience. To do this, he created a set of guidelines based
on his the laws of communication.

� Adapt to your audience

� Maximize the signal-to-noise ratio

� Use e�ective redundancy

An audience should furthermore be able to understand the message of the
presentation without the slides. And the slides on their own should be clear
enough so that a deaf person should be able to understand the message by
looking at the slides. E�ective slides are thus redundant, stand-alone and
visual. They integrate both the verbal and the visual and contain a message
by using a minimum of text, generally framed in complete sentences [14]. G.
Gross et al. believe that, in order to make a good presentation, a second
condition needs to be ful�lled: we need to be able to grasp the relationship
of a single image to the narrative or argument in which they are embed-
ded [20]. This can be done by carefully integrating every slide as being part
of the narrative or argumentation that is being used when speaking towards
the audience.
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2.3.2 Beyond Bullet Points

The book "Beyond Bullet Points" by Cli� Atkinson [6] describes in detail
how to make a good presentation, as well as how to present one. While it
doesn't explicitly mention the Doumont's guidelines, it follows them well.
We are not going to cover how to make a good presentation in detail, as
this falls out of the scope of this thesis. Some aspects are worth mentioning
though, as they are complementary to the analyzes made in previous sec-
tions. For example, the book immediately starts o� with an example where
the interplay between the presenter and his slides is clearly described:

As he began speaking, Mark's thumb pressed the button on a
remote control device which he cupped in his hand at his side
where the audience would not notice it. This remote would be
his constant companion for the next couple of hours, as he used it
to advance the PowerPoint slides while he spoke, giving him the
�exibility to slow down or speed up to match his narration and
ensure that the experience appeared seamless to the jurors. [6]

This description shows immediately the importance of interplay between the
presenter and the presentation towards the audience. The audience is care-
fully considered in the design for a presentation, such as the consideration of
the working memory of the audience when preparing a presentation. People
tend to learn better from a presentation when information is split up in di-
gestible pieces. Every slide should thus contain only one main idea, so that
your audience can absorb the information one piece at a time [42]. However,
one should also be aware of the previous knowledge of their audience when
working on the working memory, because while the working memory is lim-
ited in its capacity for new information, it is unlimited to process existing
information from long-term memory [6] as illustrated in Figure 2-3.
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Figure 2-3: Capacity of new information versus existing information.

Finally, two following topics from the book "Beyond Bullet Points" [6] are
also worth mentioning:

� The di�culty of linearising thought : Ordering all the gathered information
and put them inside a presentation in a linear way is a di�cult task. While
the linearity is a strength as well as a weakness, in common slideware it
renders complex narrative much more di�cult because the presenter does
not have the possibility to quickly jump back to information available on
a previous slide.

� How to handle Q&A e�ectively : The book proposed "as an advanced tech-
nique" to use the PowerPoint storyboard on screen as a navigational aid
during Q&A. This enables the presenter to quickly jump to a certain slide
if more information on the related topic would be requested, as can be
seen on Figure 2-4
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Figure 2-4: Handle Q&A e�ectively.
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2.4 Conclusion

In this chapter, we have taken a closer look the literature about common
slideware. Current slideware is often criticized for elevating format over con-
tent and having a bad signal/noise ratio. Using McLuhan's power points, we
analysed common slideware in more detail and discussed major implications
on our habits of minds. We also found that the interaction with our pre-
sentations play an important role in their performance. It is thus irrelevant
to reduce presentations to the slides alone, but we should consider them as
enactments in which speech and images are interrelated with technology and
media. However, the fact remains that the tools themselves would bene�t a
lot of from improvements since the guidelines that we saw on how to make
presentations better, too often try to get around the default structure that
common slideware impose.



3
State of the Art

There exist a lot of tools that enhance interactivity through multimodal
interaction and multimodal interfaces. Multimodal interaction is a cross-
disciplinary �eld with its foundations in cognitive psychology. This chapter
will take a look at the history of multimodal interaction and multimodal
interfaces, some new concepts that multimodal interaction and multimodal
interfaces introduce, as well as some better known multimodal interfaces
available for presentations.

16
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3.1 The History of Multimodal Interfaces

The �rst multimodal interface can be traced back to 1980, where Richard
A. Bolt presented his "Put-That-There" [11]. In his paper, he introduced
an interface where he made use of various modals to control a spatial user
interface. He combined multiple input modalities as input for the commands
of the interface, with the intention of providing the user with a more natural
interaction. Making use of two new technical o�erings at the time, speech
recognition and position sensing in space, the user could point to a shape
and command the interface to move it, remove it or to create a new shape
at the area he was pointing to as can be seen in Figure 3-1.

Figure 3-1: Media Room
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3.2 Multimodal Interfaces

Multimodal interfaces target a more natural way of interacting with com-
puters by o�ering a set of "modalities" to users. According to Oviatt [34]:

�Multimodal interfaces process two or more combined user input modes
in a coordinated manner with multimedia system output. They are a
new class of interfaces that aim to recognize naturally occurring forms
of human language and behavior, and which incorporate one or more
recognition-based technologies. �

To do this, multimodal interfaces need to fusion di�erent types of data and
process them in real-time given some temporal constraints imposed on infor-
mation processing [33]. Therefore, multimodal interfaces are considered to
be a new class of user-machine interfaces, di�erent from WIMP (windows,
icons, menus, pointer) interfaces. They support users' perceptual and com-
municative capabilities and integrate computational skills of computers in
the real world, by o�ering more natural ways of interaction to humans [15].

3.2.1 Cognitive Foundations

Multimodal interfaces target a more natural way of human-machine interac-
tion. Therefore, the foundations of multimodal interfaces come from cogni-
tive psychology. The cognitive psychology tells us that humans are able to
process modalities partially independently and thus using multiple modali-
ties increases human working memory. Human performance is thus improved
when interacting multimodally.
Mousavi et al. [32] experiments suggested these statements by showing stu-
dents content partly visual and auditory. By combining both instead of only
auditory or visual content, the e�ective working memory could be increased.
These �ndings were later con�rmed by Tindall-Ford et al. [44] who did sim-
ilar experiments using multimedia learning material. Oviat et al. [35] used
these �nding in to experiment di�erent interfaces, where she found out that
multimodal user-interfaces minimised cognitive load which improved student
performance.

3.2.2 Guidelines

The user interface design is based on the user requirements and system ca-
pabilities within a given domain. However, since there is a growing interest
in multimodal interface design, some general considerations are given [38]:

� Design for the broadest range of users and contexts of use: If we want our
application to be accepted and valued by a lot of users, it needs to be usable
for a lot of users and in more than one manner. Since multiple modalities
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support �exibility, a good multimodal interface should support the best
modality or the combination of modalities in changing environments. For
example, keyboard input in noisy environments or speech when nobody's
around.

� Address privacy and security issues: According to the user's preferences,
di�erent modes of the interface should be enabled. For example, if the
user does not wish to use speech in public, a non-speech input modality
should be available.

� Maximise human cognitive and physical abilities: Combining di�erent out-
put modalities such as combining audio and visuals lowers cognitive load.

� Integrate modalities in a manner compatible with user preferences, context,
and system functionality

� Error Prevention and handling : Complementary modalities can be used
to improve robustness. A multimodal system can give users control over
modality selection so they can avoid errors for given lexical content.
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3.3 Multimodal Interaction

Following concepts are popularly accepted for multimodal interaction: fu-
sion, �ssion, dialog management, contextmanagement and time-sensitive ar-
chitectures [15]. Using these concepts, Figure 3-2 can be drawn using the
major concepts that should be considered when building a multimodal sys-
tem.

Figure 3-2: A representation of multimodal man machine interaction loop
[15].

The communication between a human and a machine can be divided in four
di�erent states. First the user is in a decision state, in which the commu-
nication message content is prepared consciously for an intention, or un-
consciously for attentional content. Then comes the action state where the
communication means to transmit the message are selected. The machine in
turn will capture the message through capturing the di�erent communication
means with di�erent modules. At �rst, in the perception state, the machine
will gather information from one or multiple sensors. In the interpretation
state, the multimodal system will try to give meaning to the di�erent in-
formation collected in the perception state, typically using fusion. In the
computational state action is taken following the business logic and dialogue
manager rules de�ned by the developer. And �nally, in the action state an
answer is transmitted back to the user, in which a �ssion engine will deter-
mine the most relevant modalities to return the message.
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3.3.1 Fusion of Input Modalities

One of the features that distinguish multimodal interfaces from unimodal
interfaces is the fusion of information coming from di�erent input sensors.
Fusion extracts meaning from the input modalities and passes it to a human-
machine dialog manager, where business logic and dialogue manager rules
determine what to do. Fusion can be done at three di�erent levels: at data
level, at feature level and at decision level [15].

Figure 3-3: The di�erent levels of multimodal fusion [15]

Data level fusion is used when very similar modality sources are being used.
No loss of information occurs as the signal gets processed immediately. This
advantage is also its disadvantage, since it is highly susceptible to noise and
failure.
Feature-level fusion is used when tightly-coupled or time synchronized modal-
ities are used. This type of fusion is susceptible to low-level information loss
but it handles noise better.
Decision-level fusion is the most common type of fusion. It manages loosely-
coupled modalities. It has a low failure and noise sensitivity since the data
has been preprocessed. However, it means it has to rely on the quality of
previous preprocessing of data.
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Figure 3-4: Characteristics of fusion levels [15]

Decision based fusion typically makes use of following types of fusion:
Frame-based fusion uses frames for meaning representation of data coming
from various sources or modalities, represented as attribute-value pairs.
Uni�cation-based fusion recursively merges attribute-value structures to ob-
tain a logical whole meaning representation.
Symbolic/statistical fusion adds statistical processing techniques to the fu-
sion techniques described above.

3.3.2 Fission of Output Modalities

When multiple output modalities are available, such as audio cues, visual
cues, ..., we need to select output modalities to adapt to a context of use,
the type of task or the type of user.
Fission consists of three tasks:
Message construction, where the information which gets transmitted back to
the user is created.
Output channel selection, where interfaces are selected according to context
and user pro�le in order to convey all data e�ectively in a given situation.
Construction of a coherent and synchronised result: when multiple output
modalities are used. Coordination of layout and temporal constraints need
to be taken into account.
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3.4 Interactive Whiteboards

Interactive whiteboards (IWBs) are the most well-known multimodal in-
terfaces used in classrooms and o�ce meetings [41]. It are mostly large,
touch-sensitive boards which control a computer connected to a digital pro-
jector where the presenter can interact with the whiteboard by touch, using
his �ngers or by using a non-ink pen tool. However, similar systems exist
without the requirement of a large touch sensitive board. These solutions
provide the same functionality, be it using cheaper hardware such as infrared
pens.

3.4.1 SMART Boards

SMART board is a large touch-sensitive board. It was �rst introduced in
1991, combining the simplicity of a whiteboard together with the power of
a computer. [10] There are other manufacturers who have similar touch-
sensitive boards, but we will not list them all in this thesis.

Figure 3-5: SMART board
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In addition to the possibility to interact with the computer using touch,
which basically emulates a mouse, additional software is added to maximise
interaction opportunities. In the case for smartboards, a software called
SMART Notebook is available.

Figure 3-6: SMART Notebook

On �rst sight, SMART Notebook is a lot like Microsoft PowerPoint as can
be seen on Figure 3-6. Both interfaces share the same intuitive graphical
slide editor, where one can easily import images, add text or other media
�les with a simple drag and drop. It is even possible to import existing
PowerPoint presentations into SMART Notebook.
But once you start using the software, more and more di�erences start to
emerge. In PowerPoint, a teacher is in some ways charged with re-fashioning
a space especially designed for o�ce use [4]. For example, when creating
a new presentation in PowerPoint, the template will "invite" you to create
a title slide followed by slides with a center title above a box of bulleted,
textual information or points. A user is thus invited to add �rst the title,
and then bullets. If he does not want to add bullets, he is forced to �rst
erase the bullet and adjust the text placement if no prior custom template
has been made. In SMART notebook, there is no such template, hence
there is no "invitation" to make a title and add bullets. The slide is just
blank. According to the reasoning of Tufte, this is actually not a bad thing,
since this "invitation" is part of the cognitive style of PowerPoint that is
criticised [45].
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Figure 3-7: SMART Notebook new slide versus Microsoft PowerPoint new
slide

Then there is the possibility to annotate the page. Since SMART Notebook
was developed for SMART boards, annotating is easy with the non-ink pen
tools while using touch will give you the ability to select and drag objects
on the slide. PowerPoint has no such tools, unless in presenter mode where
PowerPoint also has the possibility to annotate the slides as can be seen in
Figure 3-8.

Figure 3-8: SMART Notebook presenter view versus Microsoft PowerPoint
presenter view

Note that PowerPoint supposes the presenter view to be on a separate screen,
dedicated to the presenter. With SMART Notebook, designed to work with
a SMART board, no such separation exists. The full functionality that one
has as when creating the slides is always present, to easily o�er the possibility
to easily add slides, insert images or animations as he sees �t directly from
within the same presentation. These animations are a big part of the SMART
Notebook software. For example, SMART notebook provides a math module
where you can write equations and it gets plotted immediately on a graph,
with the possibility to change it on the go.
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Figure 3-9: SMART Notebook math tools

Finally, another addition is the so-called "Activity" pages. There are some
pre-built examples to use, but the presenter can make some themselves.
These activities are designed to augment interactivity in class, and can be
seen as small �ash-like applets designed for educational purposes. Figure 3-
10 is such an example, where a magnifying glass reveals cities when it moves
over the map.

Figure 3-10: SMART Notebook Activity

But SMART didn't stop there. Additional software has become available to
enhance its product. It also provides an Audience Response System (ARS),
calles SMART Response interactive system among other collaboraive learn-
ing software to enhance the interactivity with the audience. This software is
out of the scope of this thesis, since ARS focus on the interactivity with the
audience, this we will not discuss it any further.

3.4.2 eBeam

eBeam is a more recent technology developed to mimic a large touch-sensitive
board. It does this by using a infrared and ultrasound receivers which will
scan for the positioning of a transmitter-equipped pen, as can be seen on
Figure 3-11. Because of that, it does not support touch, but all the same
functionality as a regular interactive whiteboard is available through similar
eBeam software by making use of the pen as input device.
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Figure 3-11: eBeam technology

The main advantage of this technology is its portability and �exibility. As
long as you have a projector and a whiteboard, eBeam technology will enable
interaction on the screen. It is also, as one can imagine, a much cheaper
solution.

3.4.3 Wiimote and Smoothboard

In 2007, Johnny Chung Lee developed his own interactive whiteboard by
using a Wiimote and an infrared pen. Although he did not provide any ad-
ditional software for interactive use, he shared the source from his project so
everybody could make his own low-cost interactive whiteboard. The princi-
ple is quite similar to that of the eBeam. The infrared camera of the Wiimote
will capture the infrared light of the pen when it is activated to calculate its
position. Once an infrared light gets captured, it will emulate a mousepress
in order to interact with the PC. The setup of his solution can be seen on
Figure 3-12

Figure 3-12: Wiimote Setup

This quickly led to the development of Smoothboard. Smoothboard uses
the Wiimote as its primary input device, instead of a touch-sensitive board,
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and which gives you the same possibilities as the SMART Notebook software
described above in Section 3.4.1. However, it is not a standalone solution to
replace common slideware, such as SMART Notebook.

3.4.4 Open-Sankoré

Open-Sankoré can be seen as the open source brother of Smart notebook. It
provides a similar interface as can be seen on Figure 3-13, o�ering the same
empty slide templates and an easy way to incorporate various media into
each slide. It also has the same so-called activity pages, which are basically
dedicated applets to illustrate a certain educational material interactively.
Thanks to Open-Sankoré being open source, it has a big community creating
new content every year which tutors can use in their teaching.

Figure 3-13: Open-Sankoré

Open Sankoré also immediately incorporates a web browser in the software
so that one can easily open a webpage for content, and annotate on this web
page if desired.

3.4.5 Bene�ts

Interviews, surveys and questionnaires relating to the perceptions of interac-
tive whiteboards revealed that the main bene�ts of using interactive white-
boards are:

� �exibility and versatility

� multimedia/multimodal presentation

� e�ciency

� supporting planning and the development of resources

� modelling ICT skills
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� interactivity and participation in lessons

Flexiblity and versatility: Teachers reported that IWBs are a �exible and
versatile teaching tool across age groups and settings [7]. Younger pupils for
example prefer using a IWB to a computer because they found the keyboard
and mouse di�cult to operate [19]. Teachers also appreciate the facility to
�ip pages on a IWB screen for supporting a range of needs within a class
spontaneously. [27]
Multimedia/multimodal presentation: In comparison to traditional white-
boards, the presenter can now color the presentation with sound, video and
images, depending on the topic. [13] They furthermore have the possibility to
further annotate, draw diagrams and label items which can be saved, shared
and reused later. [27]
E�ciency : The most obvious advantage of using IWB is the facility to con-
trol the computer using touch, resulting in a more e�cient presentation and
more professional delivery of multimedia resources. [43]
Supporting planning and the development of resources: Although it takes
some time to prepare lessons using an IWB and to become familiar with the
system, teachers reported that they believe planning time will be reduced
thanks to the ability to save, share and reuse the materials. [27] [26]
Modelling ICT skills: By using the computer for the lessons, pupils get fa-
miliar with some ICT skills who then don't need to be explicitly explained
later on. [26]
Interactivity and participation: Traditional IWBs can augment interactivity
and participation by using dialogic teaching because IWBs allow a �exibility
in the marshalling of resources that enables teachers to create interesting
multimodal stimuli for whole-class dialogue [30]. teacher-pupil interaction
can for example be enhanced by encouraging students to answer to ques-
tions which can in turn be noted on a �ipchart. The strong visual appeal of
the information and learning resources that are displayed will overall encour-
age the pupil to participate. [27] This interaction can however be also done
without an interactive whiteboard, and is a pattern that often is used in
classrooms. [41]. The augmented interactivity is therefore largely dependent
on how the teacher makes use of the technology and if the available software
provides the potential and structure to do so [24]. Audience response sys-
tems (ARS) are a better example of such software where the primary focus
lies in the participation of the audience. However, this is out of the scope of
this thesis and will not be discussed further.
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3.5 Conclusion

In this chapter we discussed multimodal interaction and multimodal inter-
faces. They propose a more natural form of interaction with computers by
recognizing naturally occurring forms of human language and behaviour. To
do this, a multimodal interface makes use of various input modalities to per-
ceive and interpret human language and behaviour. Once all the input data
is processed, a message will be constructed that is transmitted to a selection
of various output channels.
We furthermore have taken a look at interactive whiteboards. Interactive
whiteboards simulate a regular whiteboard with the advantage of using other
digital communication media instead of written text or drawings alone. It
furthermore o�ers the possibility to use animations to explain a certain topic
which helps retention by using the combined input channels of speech and
visuals towards an audience. Although they do not provide a direct solution
to the issues found in common slideware, a lot of interviews, surveys and
questionnaires have shown that this type of interaction had its fair share of
bene�ts.
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4
The Ideal Presentation Tool

In Chapter 2, we have taken a critical stance against common slideware.
While the overall nature of slideware has been criticised as being a bad
stand alone medium to communicate, we also studied that interaction with
slideware is a crucial part in the e�ective communication when using slides,
partially making the argumentation of Tufte [45] invalid.
In Chapter 3, we have taken a look at current available solutions that enable
multimodal interaction and some new concepts that this form of interaction
introduces. In this chapter, based on the ideas presented in previous chap-
ters, we'll present our ideal tool and, more importantly, how we want the
presenter to interact with it.

Multimodal interfaces target a more natural way of interacting with our
computers. If we want to integrate multimodal interaction e�ectively in our
ideal presentation tool, we need to understand the impact of certain inter-
actions and know which type of interaction is being perceived as being a
natural way to interact with our presentation. Once those interactions are
identi�ed, it is imperative to follow the guidelines for multimodal interface
design, if we want to guarantee a high degree usability and public adapta-
tion.
Unfortunately, not all issues can be solved by introducing new interaction
possibilities. Therefore it is also important to choose the right existing pre-
sentation tool which is able to solve many of the issues found in popular
common slideware.

32
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4.1 MindXpres

MindXpres [39] is a tool that has been designed to provide more �exible and
semantically enhanced presentations. It introduces a radically new presen-
tation format to solve the lack of features found in common slideware. It
o�ers for example the possibility to have a non-linear traversal over slides
so that complex narrative becomes possible and solves the limited resolution
issue by having a zoomable user interface, which allows to show more than
one slide on the screen. It furthermore o�ers excellent support for multiple
multimedia sources and allows us to introduce new types of media, such as
the "Activity" pages seen in SMART Notebook, thanks to its plug-in mech-
anism. All of this without losing the ease of use found in other common
slideware.
MindXpres o�ers a lot of the desired improvements that we would like to
see in current common slideware. That is why we choose MindXpres as the
presentation tool in which we want to integrate our solution.
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4.2 A Natural Way of Interaction

In this section we will try to �nd what kind of interaction can be perceived
as being a natural way of interacting within presentations. To do this, we
will use the PowerPoint tetrad seen in Chapter 2, composed by Catherine
Adams [4], as it re�ects how common slideware are used in our daily lives.
It will thus help us in identifying the features we want to improve, and how
interaction can help.

4.2.1 Pointlessness and Insigni�cance

One of the �rst gestures which comes to mind when talking about presen-
tations must be the pointing gesture. Pointing is a act of signifying, which
is a central activity of pedagogical practice. It comes as no surprise that
pointing is enforced when using common slideware, as the sole purpose of a
presentation is to aid the talk of the speaker visually. Thanks to the pre-
sentation, the speaker can now point more accurately, vividly and rapidly
at text and image. However, pointing at everything on the slides can also
lead to pointlessness. This is due to our perception that if something isn't
pointed out, it isn't important. However, if everything is being pointed at,
and thus marked as important, nothing is. [4]
Doumont's guidelines [14] state that slides should have the least amount of
text possible and that they should be stand alone, meaning that "deaf" audi-
ence members should be able to understand the messages by looking at the
slides alone, and "blind" audience members should be able to understand
the messages by listening to the presenter only. This will of course result
in everything on the slides being important since it will already be a sum-
marised booklet containing the most important data required to understand
the message that the presenter wants to transmit. However, limited text is
no excuse for cryptic slides or for arbitrary word counts. A behaviour that
gets enforced when using bulleted lists. We can thus conclude that the au-
tomatic template with bulleted lists misleads us in doing the wrong thing.
Figure 4-1 shows a slide used as a part of the report used to judge whether
the Columbia space shuttle could re-enter the atmosphere after it had taken
some damage at lift-o�. From the report, NASA o�cials decided that re-
entry was possible, resulting in the shuttle being burned up in the atmo-
sphere. This slide is a good example to illustrate the problem at hand,
where wrong judgement was made because of bad slides [45].
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Figure 4-1: Key slide of the o�cial Boeing report from the Columbia disaster.

This is an excellent example of a cryptic slide since no single clear message
can be extracted from this slide. It is also an excellent example to illustrate
how pointing at every bullet point would lead to pointlessness where the most
crucial information, saying that the test data is way out of tested range, gets
completely lost.
Now compare it with Doumont's version of what a good slide could have
been, even while it contains less information Figure 4-2 [14].
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Figure 4-2: Doumont's version of the key slide of the o�cial Boeing report.

By just looking at the slides, more information is absorbed when the slide
is less cluttered and clear. If we would point out the bulleted phrases in
Doumont's example, it would not lead to insigni�cance. Where the initial
and cluttered version from the o�cial report, where every point, no matter
where on the slide, is equally important, pointing at the bulleted phrases
would indeed lead to insigni�cance. A well designed slide is thus a big part
of the solution. Because MindXpres is content oriented and doesn't implic-
itly propose us this kind of template, it already solves this issue partially.
Unfortunately, the other part of the problem still remains in the hands of the
presenter as no tool will ever guarantee a good presentation. What we can
do however is try to improve the gesture of pointing, or the act of signifying.

4.2.1.1 The Gesture of Pointing

Most speakers interact with their slides by pointing towards it using their
hands, a pointer, a stick or a pencil. According to Hubert Knoblauch, point-
ing does more than just refer to something on the slide, it relates the spoken
and the visible by creating a distinction that parallels with what is being
said. The gesture of pointing which gives contextual meaning, and by doing
so, it helps us to understand what is being displayed [25]. In a certain way,
it is as if we were highlighting the part on the slide that's being pointed
at. Highlighting text has the same contextual meaning: it signi�es the high-
lighted text and lays of a path for the reader to determine more easily what
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is important. This highlighting has proven to have a positive in�uence on
retention if the highlighted part is signi�cant. However, highlighting in-
signi�cant and unrelated parts of a text can have the opposite e�ect [21].
In our ideal tool, we thus believe that the e�ectiveness of pointing can be
improved by highlighting the areas being pointed at, automatically, and in
a synchronized way. The speaker would have to determine those signi�cant
areas beforehand, since we do not want to highlight any insigni�cant parts.
Once his pointing gesture point to the signi�cant part of the slide, it will be
highlighted once that the spoken relates to the visual being pointed at. The
pointing could of course be done by hand, with a laser pointer, a stick or a
pencil, as those are most used form of pointing.

Figure 4-3: Di�erent ways of pointing at the slide.

Finally, we also believe that the automatic highlighting will have the side
e�ect of helping those who are less attentive during the presentation, as the
automatic highlighting would help them to follow the �ow of the presenta-
tion.

4.2.2 Limited Resolution,Linear Thinking and Complex Nar-

rative

The limited resolution of a single slide has always been criticised in the lit-
erature. While presentations can be good for general information when the
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information is limited, detailed information needs to be abbreviated render-
ing complex narrative di�cult [31]. Knowledge that requires more space just
translates badly on slides because we need to break the natural cohesion and
coherence of di�erent fragments, distributed over di�erent slides [4].
MindXpres provides a solution to this problem: Using a zoomable user in-
terface (ZUI), the audience can see an overview of all the di�erent fragments
before looking at each slide separately, preserving natural coherence. But
what if more information is required, for example if the presenter badly es-
timated previous knowledge of the audience? In a linear presentation, the
slides would become obsolete and unusable since the presenter has no �ex-
ibility to move out of his pre-determined path. But by allowing non-linear
traversal, MindXpres o�ers again a way out. However, unless the presenter
is behind his computer or if he has access to a SMARTboard, this feature
can't be used. We would thus like to introduce new interaction possibilities
to enable this key feature and improvement.

4.2.2.1 Using the Laser Pointer

The laser pointer is one of the most used pointer device for presentations.
Most laser pointers now have dedicated buttons which can be used to navi-
gate through the slides and turn on or o� the projected screen. While this is
already a big improvement over the default mouse and keyboard interaction,
it only works for the linear traversal of slides.

Figure 4-4: Typical laser pointer used in the context of presentations.

The idea of using the laser pointer as an input device is nothing new [37,46].
While these solutions have been around for quite some time, it has seen no
signi�cant adaptation into the o�ce or classroom, as we believe it didn't o�er
any added value in current common slideware. However, using the pointer
as an input device in MindXpres becomes a lot more relevant because of its
extended functionality. We can for example use simple sliding gestures with
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the laser pointer over the slide to change slides in the absence of dedicated
hardware buttons or use the same type of gestures to zoom in and to zoom
out. To keep the interaction using the pointer intuitive, following gestures
are proposed to enable interaction with MindXpres:

� Next slide

Figure 4-5: Swiping to the right with the laser pointer takes us to the next
slide.

� Previous slide

Figure 4-6: Swiping to the left with the laser pointer takes us back to the
previous slide.

� Zoom out
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Figure 4-7: Swiping up will take us to the upper level of the presentation,
thus zooming out.

� Click

Figure 4-8: Hovering over the same area for a short time will trigger a click
event, enabling to zoom in to a selected slide or interact with other objects
and animations.

4.2.2.2 Emulating Touch

Another possibility would of course be to interact by using touch. With in-
teractive whiteboards becoming more common, this might be the best and
most intuitive way to interact with our presentations. However, not everyone
has the luxury of having a interactive whiteboard at their disposal. There-
fore, in our ideal tool we would like to emulate touch interaction without the
necessity of having an interactive whiteboard. This can be accomplished by
using a much cheaper depth sensor.
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4.2.3 The Process of Creating Things

By using common slideware, we eliminate the process of creating things pro-
gressively, as one would do when writing on the board. Instead, the audience
sees the projected product instead of the process of the speaker's knowledge-
in-action. In some sort, this is not such a bad thing as this method optimizes
delivery. However, when presenting a complicated topic, the audience more
often prefers the process of creating things progressively as it will lower cog-
nitive load when dealing with complex narrative as it gives the opportunity
to grasp the presented material at a slower pace [22]. It is thus rather context
dependent whether one method is better than the other, and it may thus be
convenient to allow both - such as with an interactive whiteboard.
Standard interfaces found in common slideware o�er signi�cant disadvan-
tages when the presenter wants to create content freely. In our ideal tool,
we want to make it easy to both annotate, create content and to add slides
without having to look after the menu items to do so.
Unfortunately, MindXpres does not provide any of these features yet. But
thanks to the plug-in mechanism of MindXpres, we can integrate these fea-
tures ourselves.

4.2.3.1 Annotating Intuitively

We have always learned to write with a pen. Also on a traditional whiteboard
or blackboard, a pen or chalk is used when creating content. It comes at no
surprise that IWBs, such as SMARTboard, use a digital pen-tool for writing
digitally. We also believe this is the most natural and intuitive way to write
on digital slides.
In our ideal tool we want to enable annotating slides when holding a pen or
something else with a similar shape.

4.2.3.2 Add and Erase Content

When we want to create things progressively, we will need a blank canvas
to start with. And since we want the presenter to create content freely, it
should also be made easy for the presenter to add a new slide and erase made
annotations.
In our ideal tool, we would introduce following gestures to facilitate the free
creation of content:

� Wave horizontally to insert a new slide.
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Figure 4-9: Wave horizontally

� Wave vertically to erase all annotations.

Figure 4-10: Wave vertically

4.3 Conclusion

In this chapter, we have seen what we believe to be the most crucial missing
features where interaction can help. To make our analysis, we used the com-
posed PowerPoint tetrad seen in Chapter 2, which describes how we interact
with and use PowerPoint. Following improvements were then deducted and
proposed:

� Automatic highlighting in a synchronized way by using pointing and speech
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� Use the laser pointer as input device

� Simulate touch input

� Annotate using pen or pen shaped object

� Use gestures to facilitate the free creation of content



5
Towards Improved Interaction Modalities

In this chapter we are going to discuss some technologies and architectures
needed to successfully implement multimodal interaction for MindXpres. We
will start by explaining the Microsoft Kinect, as it is the chosen input device
for various input sources. We will then discuss OpenCV, which is a computer
vision library that we are going to use next to the Kinect API to extract more
meaningful data out of our input sources. And �nally we will take a look
at how we can successfully transmit the output data to the MindXpres web
application.

5.1 Microsoft Kinect

The �rst generation of the Kinect, which is a motion sensing input device
developed by Microsoft, was available to the public in 2010 as an addition
for their game console Xbox 360. It almost immediately received a lot of
interest from the IT world which lead to the creation of various "hacks" to
use the Kinect in a side projects. To respond to the high interest in the
motion sensor, Microsoft release a non-commercial Kinect Software Devel-
opment Kit (SDK) for Windows on June 16, 2011 [47].
In November 2013, Microsoft updated the Kinect along with the new Xbox
One console. However, it was only in July 2014 that Microsoft released the
Kinect SDK2.0 for Windows [48].

44
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Figure 5-1: Microsoft Kinect 2

With a new Kinect sensor on the market, we had to determine which of both
sensors would be best for our solution. As the features that we want to use
are available on both iterations of the device, the determinant factor would
be the accuracy.
In the setting of a presentation, the Kinect sensor would typically be a
few meters away from the projected screen. From made measurements, we
know that the accuracy decreases with an increasing range. For the �rst
generation, the expected accuracy at 6 meters is as low as 60-70 mm, which
is a bit low if we want to accurately simulate touch [18].
Although we do not have similar measurements for the Kinect V2, we know
that the new depth sensor has a resolution of 512 x 424 pixels compared to
320 x 240 pixels. Together with the �eld of view, which is 70,6 x 60 degrees
compared to 58,5 x 46,6 degrees for the �rst generation, we now have 7 x
7 pixels per degree compared to 5 x 5 pixels per degree [1, 2]. The depth
is now also calculated using the time-of-�ight of the re�ected infrared light
coming from the infrared emitters, compared to depth being calculated based
on the structured light technique in the �rst generation. While it improves
accuracy, it also makes the depth sensor insensible to external light. The
second generation thus seems a better solution, especially since it also has
an improved Red, Green and Blue (RGB camera) with a resolution of 1920
x 1080 pixels running at 30 fps.
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Figure 5-2: Microsoft Kinect 2 sensors, image from http://www.i�xit.com

5.1.1 Kinect API

With a new Kinect sensor came a new Kinect API, or rather three di�erent
API sets that can be used. A set of Windows Runtime APIs is provided
for the development of Windows Store application, a set of .NET APIs is
provided to support the development of WPF applications and then there
is a set of native APIs to support applications that require the performance
advantages of native code [2].
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Figure 5-3: High-level architecture

The API translates video and audio data into various sources, listed below:

� Audio

� Body

� BodyIndex

� Color

� Depth

� Infrared

� LongExposureInfrared

The data of these sources can then be read with their corresponding streams,
where every stream data is accessible through frames. The API also provides
a multisource frame for video data, where di�erent frames from di�erent data
sources can be accessed simultaneously, so that it is guaranteed that they
contain a snapshot of the same recorded visual data. This can for example
be used when we want to correlate data from the depth frame, coming from
the infrared camera, with the data from the color frame, coming from the
RGB camera.
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5.1.1.1 Depth Frame

Every pixel within a depth frame represents the distance of the closest object
seen by that pixel. This information is comes from the depth camera, where
the distance is calculated using the time of �ight of infrared light emitted
from the Kinect V2.
The maximum depth is 8 meters, although reliability degrades starting at
4,5 meters.

5.1.1.2 Body Frame

The body frame contains information about the real-time tracked people
that are in the view of the sensor. Every body includes information about
the 25 tracked skeletal joints up to 6 people. The joints are illustrated in
Figure 5-4.

Figure 5-4: Kinect V2 skeletal joints



49 CHAPTER 5. Towards Improved Interaction Modalities

5.1.1.3 Body Index Frame

Based on the depth image, the body index frame tells you which depth pixels
belong to the background or to tracked people. The value of these pixels is a
value ranging between 0-5 when the pixel is belongs to a tracked person. The
value is the index of the tracked body of that person (see previous section).
If the value is out of this range, it means that the pixel contains to the
background.

5.1.1.4 Color Frame

This is the most basic feature that we would expect from a device containing
a camera: the color frame is contains image data which can be converted
into a desired color image format. We can for example use this image if we
would like to do some other visual processing outside of the Kinect API.

5.1.1.5 Infrared Frame

The infrared camera used for the depth frame can also be used to provide
us with black and white images. It is a good source for computer vision
algorithms where texture is important.

5.2 Computer Vision and OpenCV

The Kinect API is an excellent starting point to retrieve relevant data for
our implementation. However, if we want to obtain more information from a
given frame than body movements or depth, we'll need to make use of more
specialised software to extract meaningful data through computer vision.
Computer vision is the transformation of data from a still or video camera
into a new decision or a new representation [12]. This can be for example
knowing if there is a person in an image, and if he is holding something in
his hands. Because we are visual creatures, this may seem an easy task.
However, while we, humans, can divide an image into multiple channels that
stream di�erent kinds of information into our brain, a computer only receives
a grid of numbers from the camera. There is no built-in pattern recognition
and no cross-associations with years of experience.
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Figure 5-5: To a computer, the car's side mirror is just a grid of numbers [12].

The task of computer vision is to turn this grid of numbers into the actual
object, which in this case is the side mirror of the car. This is a very complex
problem, especially since we're representing the 3D world into a 2D projec-
tion. There is thus no de�nitive solution to this problem. The only thing we
can do it use additional contextual knowledge to work around the limitations
imposed by visual sensors and propose a solution.
OpenCV is aimed at providing the basic tools to solve this kind of com-
puter vision problems with the focus on real-time applications. Sometimes
its high-level algorithms might o�er you a solution to your problem. And
when they don't, OpenCV o�ers a complete set low-level functions so that
you can create a complete solution on your own.
OpenCV began as a research project at Intel in 1998 [3] and became available
to the public since 2000 under the BSD open source license. It was conceived
as a way to make computer vision infrastructure universally available. The
goals of OpenCV were the following [12]:

� Provide an open and optimized code for basic vision infrastructure. No
need to reinvent the wheel.

� Disseminate vision knowledge by providing a common infrastructure.

� Advance vision-based commercial applications.

Today, OpenCV has reached the critical mass at which the project becomes
self-sustaining. It is an active area of development at several institutions and
we can expect it to evolve further over time.
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5.3 Client Server Communication

When using MindXpres, we have to de�ne our presentation in an XML con-
tainer format which would then get compiled to HTML5 output, visible in
any modern browser [39]. Because the output result is in HTML5 format,
the presentation can be viewed on most devices, even on portable and less
powerful devices such as smartphones.

HTML5 also gives the possibility to access hardware such as the microphone
and webcam. However, interpretation of this data in the browser is too
limited for multimodal interaction. Therefore, we would need another ap-
plication which is capable of doing the calculations needed for multimodal
interaction and which can send the relevant data to the browser for out-
put. This communication between the browser and another application is
the client-server model, where the browser would act as the client, and the
application who does the multimodal interaction calculations would act as
the server.

Figure 5-6: Client-Server model

This type of architecture is also often referred to as a two-tier architecture,
as the clients acts as one tier and the server acts as the other tier.

5.3.1 Communicating Technologies

In client-server model, the client typically communicates with the server
through HTTP. A big drawback however is that HTTP only works unidirec-
tional. However, since we require that the server can push output data to
the client, mechanisms on top of this protocol are required for our solution.
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5.3.1.1 HTTP

In this section we are quickly going to take a look at HTTP (HyperText
Transfer Protocol). HTTP is the foundation of data communication in the
World Wide Web and was developed when the World Wide Web was �rst
introduced [9] [8].
The HTTP protocol consists of a message type, message headers, and a
message body. The message types is either request or response, where the
client would send a request to the server and where the server would respond
to that request accordingly, as shown on Figure 5-7.

Figure 5-7: Client-Server model

There are di�erent kinds of requests methods, each having a di�erent seman-
tic meaning [17]:

� GET: Retrieve whatever information is identi�ed by the Request-URI.

� HEAD: Essentially the same as a GET request, except that the server
must not return a message-body in the response.

� POST: Is used to request that the origin server accept the enity enclosed in
the request as a new subordinate of the resource identi�ed by the Request-
URI.

� PUT: request that the enclosed entity be stored under the supplied Request-
URI.

� DELETE: request that the origin server delete the resource identi�ed by
the Request-URI.

� TRACE: Used to invoke a remote, application-layer loop-back of the re-
quest message.

� OPTIONS: Request information about the communication options avail-
able on the request/response chain identi�ed by the Request-URI
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� CONNECT: Is reserved for use with a proxy that can dynamically switch
to being a tunnel.

In practice, DELETE, TRACE, OPTIONS and CONNECT are rarely used.
But we added them for completeness.

Below are the message headers for a GET request.� �
1 GET / HTTP/1.1
2 Host: www.vub.ac.be
3 User-Agent: curl/7.43.0
4 Accept: */*� �

In the header of the request we can read the type of user-agent that made
the request, the requested URI and the type of data that is accepted. More
information can be added to the header, such as the accepted language, so
that the server better knows how to respond to the client.
Below are the message headers for the response of the request shown above.� �

1 HTTP/1.1 200 OK
2 Date: Mon, 10 Aug 2015 08:58:21 GMT
3 Server: Apache/2.2.22 (Debian)
4 X-Powered-By: PHP/5.4.4-14+deb7u14
5 X-Drupal-Cache: MISS
6 Expires: Sun, 19 Nov 1978 05:00:00 GMT
7 Cache-Control: public, max-age=1800
8 Content-Language: nl
9 X-Generator: Drupal 7 (http://drupal.org)

10 Link: </home>; rel="canonical",</node/6>; rel="shortlink"
11 Etag: "1439197101-0"
12 Last-Modified: Mon, 10 Aug 2015 08:58:21 GMT
13 Vary: Cookie,Accept-Encoding
14 VUBServerName: VM-01
15 Content-Type: text/html; charset=utf-8
16 X-Cache: MISS from www.vub.ac.be
17 Transfer-Encoding: chunked� �

On the �rst line we can see the version of the protocol together with a code.
This code informs us in this case that the request was successful. However,
a lot of other codes exist like the code 404 for example. This code informs us
that the requested URI could not be found. Other information can be found
in the response headers, such as the content-type, when it was last modi�ed
etc. The message body, not shown here, contains the actual HTML page
which gets rendered by your browser.

This type of communication always goes from the client to the server but
never from the server to the client. But as the web evolved and web com-
munications became gradually more complex, such as in our solution, there
emerged a need for bi-directional communication. This led to the develop-
ment of asynchronous Javascript and XML (AJAX), also referred to as short
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polling. The client would periodically send messages to the server to see if
there new data available. If not, the server would send an empty response.
This is a very ine�cient way to enable server-client communication, as the
client would still have to initiate server communication by pulling, increasing
overhead on the network [36].

Figure 5-8: Short polling work�ow [40].

5.3.2 Comet

In order to improve the situation of short-pulling, where continual polling
consumes signi�cant bandwidth by forcing the default request and response
round trip when no data is available, new mechanisms were implemented
and grouped under the label "Comet". These mechanisms would allow the
server to deliver updates to clients without waiting for a poll request. These
mechanisms also avoid the latency experienced by client applications using
short polling due to the frequent opening and closing of connections for
unnecessary data.
We will now focus on the two most-common server-push mechanisms: HTTP
Long Polling and HTTP Streaming, based on [28].

5.3.2.1 HTTP Long Polling

Long Polling attempts to minimize the latency in server-client message de-
livery and to minimize the network resources. It achieves those attempts by
responding only to a certain request when a particular event, status or time-
out has occurred. Only once that a response is returned will there be a new
request send to the server. This is a way for the server to asynchronously
"initiate" communication.
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Figure 5-9: Long polling work�ow [40].

Issues

� Header overhead: While this is a signi�cant improvement over short polling,
there still is the header overhead as this technique still used the standard
HTTP protocol. These headers can represent a large percentage of the
data transmitted and can thus have a signi�cant impact on the network
load.

� Latency: The latency should be much better than with short pulling due
to the fact that there are a lot less requests and responses on the network,
and because an update is send to the client only when a speci�c event,
status or time-out has occurred, resulting in a latency of one network
transit. However, when a server wants to transmit an update to the client
when no request has been received, the maximal latency will be as long
as three network transits (long poll response, next long poll request, long
poll response). If packet loss occurs during these requests, it means that
the latency gets even further increased.

� Allocated resources: Because the request doesn't get a response imme-
diately, it requires the client to allocate resources for the HTTP request
while it is held open. It is thus important to take this into consideration
when designing an long polling application.

5.3.2.2 HTTP Streaming

HTTP streaming is another mechanism which attempts to reduce latency by
keeping a request open inde�nitely. This way, a connection never needs to
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be opened or closed again once it is established, while the server can push
data to the client.
The HTTP streaming mechanism is based on the capability of the server
to send several pieces of information in the same response without closing a
connection. The response de�nes the content length using three options:

� Content-Length header: contains the size of the message body, in bytes.

� Transfer-Encoding header: Setting this value to 'chunked' indicates that
the message will break into chunks.

� End of File (EOF): Clients don't need to know the size of the message body.
Instead, they expect to receive data until the server closes he connection.

If one wants to use HTTP Streaming, he can do so by using either de�ning
the Transfer-Encoding as being chunked or by using the EOF principle.

Figure 5-10: HTTP streaming work�ow [40].

Issues

� Network intermediaries: It is not illegal for an intermediary, such a a
proxies, gateways, etc., to bugger the entire response before sending it
to the client. Obviously, HTTP streaming won't work if the complete
response gets bu�ered before sending it to the client.

� Client bu�ering: Like with the network intermediaries, the client may
bu�er the total response before sending it to the client application. For
Javascript, there is also no requirement to execute partial chunks.
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� Latency: As with long polling, the theoretical latency should be only
one network transit. But since HTTP streaming is often associated with
Javascript and/or DOM (Document Object Model) elements that grow in
size when data is received, the HTTP steaming implementation occasion-
ally needs to terminate streaming to avoid unlimited growth of memory
usage in the client. Thus the maximal latency will again be as long as three
network transits (HTTP steaming response (close), next HTTP steaming
request, HTTP streaming response) when the connection needs to be re-
established. If packet loss occurs during these requests, it means that the
latency gets even further increased.

� Framing technique: With long polling, we have a canonical framing tech-
nique: each application message can be send with a di�erent HTTP re-
sponse. However, with HTTP streaming, as everything is send in a single
response, we need to separate the response stream into applications mes-
sages at the application level.

5.3.3 The WebSocket Protocol

HTTP was not initially meant to be used for bi-directional communication.
The developed mechanisms that eventually did enable bi-directional com-
munication - discussed in previous sections - have their resulting trade-o�s
between e�ciency and reliability. Therefore, as a response to the need for
a bi-directional communication in web applications, the WebSocket proto-
col got introduced in 2011 . It enables two-way, full-duplex communication
between a client and a remote host without relying on multiple HTTP con-
nections [16].

Figure 5-11: WebSockets work�ow [40].
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A WebSocket connection starts with an HTTP-based handshake to establish
a connection, as can be seen on Figure 5-11. The handshake HTTP message
is just a normal GET request with a �eld with name Upgrade whose value is
WebSocket. If the server supports the WebSocket protocol, the connection
will be upgraded to a full-duplex communication channel. The latency is
thus always only a single network transit and the overhead caused by the
request header is eliminated due to the much simpler header of WebSocket
frames.

Figure 5-12: Comparison of the actual overhead of WebSocket and Polling
methods.

5.3.3.1 A Comparison

Number of requests: Kai Shuang and Kai Feng created an experiment to test
the di�erent push methods [40]. In their experiment, an instant message
generator would randomly distribute messages to di�erent servers who made
use of a single mechanism to allow bi-directional communication. Each server
was connected to a single client and a total of 1000 messages were send to
each client.
The chosen interval for short polling was 1000ms, and the chosen sleep time
for long polling was 500ms during the experiment. The interval is the time
between two following AJAX requests. Sleep time is the time between two
queries on which the server processes the non-responded requests.
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Figure 5-13: Number of requests [40].

Not surprisingly, short-pulling needed the most requests because an empty
response can be returned if no new message is available at the server. Com-
pared to WebSockets where only one request was needed to establish the
connection, short polling does indeed increase server load signi�cantly.
The long pulling had as expected 1000 requests for 1000 messages. The
amount of requests in the setting was slightly lower because of the sleep
time, which gave the possibility to aggregate several messages in a single
response.
While theoretically one request would be enough for streaming, because of
the increasing memory usage at the client, which requires to terminate the
connection occasionally and occasional time-outs of the connection, more
requests were recorded.

Network overhead: As discussed before, using HTTP requests and responses
has the big disadvantage of sending the HTTP header message every time,
resulting in an increase in network load. But how does this compare to Web-
Sockets? A message send with the WebSockets protocol is called a frame.
This frame contains one byte for the type of the message, one byte for the
length of the frame, followed by 2 or 8 optional bytes if the length doesn't �t
in the �rst byte dedicated for the length of the frame, and then the actual
message. For the client, 4 bytes are added for the mask, which contains
decoding keys [16]. We thus have a header side of minimum 2 bytes and
maximum 14 bytes of overhead for WebSockets. If we compare this to an
average header size of HTTP requests, which is typically between 200 bytes
and 2 kilobytes, then we can agree that WebSockets do an outstanding job
at minimizing network overhead.
To illustrate the impact of this overhead, we refer to the experiment done
by [36]. They measured the increasing overhead on the network load with
an increasing number of users, when sending one gigabyte of data through
WebSockets and polling. For the polling, a HTTP header size of 1000 bytes
was considered.
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Figure 5-14: Comparison of the overhead generated by the polling and Web-
Socket method based on the concurrent number of users.

5.3.4 Conclusion

To communicate our output, coming from multimodal input, to the MindX-
pres web application, we require a bi-directional communication channel.
The best solution would of course be the one having the best performance.
The overall winner is without question the WebSocket protocol, who next
to a lower overhead and better latency, also provides full-duplex communi-
cation.

5.4 HTML5 canvas

In order to allow hand-made annotations in MindXpres, we use HTML5
canvas. The canvas element allows to dynamically draw nd render 2D shapes
and bitmap images. It is the perfect type of object if we want to draw in a
web application.

5.5 Choosing our Framework

For our implementation, we want to have a client-server communication with
MindXpres through the WebSocket protocol and we want to be able to use
the Microsoft Kinect V2 as out input device. We would thus need a frame-
work that provides us a webserver that can run the WebSocket protocol and
that is capable of running the Kinect API. All requirements thus points to-
wards a .Net application if we want to have everything running in a single
solution.
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5.5.1 C#,WPF and .NET

C# is a programming language created by Microsoft for its .NET framework.
It builds on the lessons learned from C, C++, JavaTM and Visual Basic to
create a general-purpose, type-safe, object-oriented programming language
used for mainly the development of distributed Windows client and web
applications [5].
WPF is a presentation system used in .NET for the graphical user interface
of Windows desktop applications. Using XAML, which is similar to XML,
one can declare a user interface while keeping application logic seperated in
the background C# code.

5.5.2 Asp.net SignalR

SignalR is a library for ASP.NET that simpli�es the implementation of bi-
directional communication mechanisms into your web application. It uses
WebSocket transport where available, and falls back to older transports
where necessary. The library handles connection management automatically
and makes it easy to send messages to a speci�c client, a group of clients or
to broadcast messages to all connected clients.

5.5.3 EmguCV

EmguCV is a .Net wrapper to the OpenCV image processing library. As
OpenCV does directly provide support in C#, we'll make use of this wrapper
so that we can call any OpenCV functions within our application.

5.6 Conclusion

This chapter discussed all technologies that we are going to use in our im-
plementation that will enable multimodal interaction for MindXpres. As
MindXpres is a web application running in the browser and since we make
use of the Microsoft Kinect as input, we will use client-server communication
to communicate output from server to the client. However, default HTTP
does not support bi-directional communication out of the box. Therefore we
took a look at existing solutions of which the WebSocket protocol is best �t
for our application.
We opted for a .Net WPF application in C# to have an easy access to the
Kinect API. This Kinect application will do all the processing required for
the multimodal interface and contains the webserver to communicate the
output events to the browser.
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Implementation

In this chapter, we are going to describe how we implemented our ideal pre-
sentation tool proposed in Chapter 4. We will �rst focus on how we extended
the functionality in MindXpres through plug-ins to enable annotations, au-
tomatic highlighting and bi-directional client-server communication between
MindXpres and our Kinect webserver application. Then we will look at how
we calibrate the system so that we can map the pixels of the camera to
the pixels of the projected screen. Finally, we will discuss how we imple-
mented every new proposed feature using the the multimodal man-machine
interaction loop that we saw in Chapter 3.

6.1 MindXpres Plug-ins

In MindXpres, all features are plug-ins. This allows us to replace, modify or
add new features. Following major distinctions are made for di�erent types
of plug-ins:

� Components: A component is a container that provides visualisations and
functionality for a speci�c content type.

� Containers: Containers are elements that contain components, and help
the user to organise those components visually.

� Structures: Structures contain mechanism for laying out content. The
main di�erence with containers is that structures have ties to the XML
language used to de�ne presentations, like for example chapters, sections
and subsections.

62
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6.1.1 Client-Server Communication

In order to communicate certain events to the MindXpres web application,
triggered by the interpretation of di�erent input modalities, we need to im-
plement a basic web server capable of using WebSockets if we want to allow
full-duplex communication. To achieve this requirement, we implemented a
WPF Windows Kinect application containing a basic webserver running the
ASP.NET library SignalR.

Figure 6-1: Kinect Webserver communicating with MindXpres running in
the browser through WebSocket.

The next step would be to run the SignalR library in MindXpres. If we
look at the major types of plug-ons for MindXpres described above, we �nd
that WebSocket communication cannot be categorised in one of these three
major distinctions that are being made, as WebSocket communication is not
content based. Fortunately we can still add the desired functionality through
other types of plug-ins.
First we will have to tell MindXpres which �les need to be included at
initialisation. This is done by registering our �les to the dependency injector.� �

1 DI.register("signalr_dependency", "lib/jQuery/jquery.signalR
-2.2.0.min.js");
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2 DI.register("signalr_hub", "http://localhost:8080/signalr/hubs?.js
");

3 DI.register("signalr_client",libDir + "signalr/signalr.js")� �
Once registered, we have to also include them. This is done with the include
function. In our signalr_client �le, we included all dependencies needed for
the client to make a connection.� �

1 DI.include("signalr_dependency");
2 DI.include("signalr_hub");� �

There is an optional callback function that we can pass as second the pa-
rameter of the include function. For the dependencies shown in the listing
above, no callback is needed, thus we can leave it blank.
Finally, we need to include our signalr_client, which is the plug-in we want
to implement to enable bi-directional communication for MindXpres with
our webserver. Therefore, we include the signalr_client dependency in the
bootstrapper of MindXpres. In this case, we make use of a callback function
to initialize our signalr client and to make the connection with the webserver.� �

1 DI.include("signalr_client",function(){ signalr_client.init();});� �
6.1.2 Communication Between Plug-ins Through Events

In the signalr_client, every incoming message triggers a certain event. Other
plug-ins, in charge of extending the functionality of MindXpres through mul-
timodal interaction, can listen to these events and respond accordingly.� �

1 this.hub.client.triggerEvent = function (eventName, data) {
2 document.dispatchEvent(new CustomEvent(
3 eventName,
4 {
5 detail: data ,
6 bubbles: true,
7 cancelable: true
8 }
9 ));
10 };� �

Listing 6.1: Trigger events in signalr_client� �
1 document.addEventListener("customEvent", function(message){/*Do

something with the triggered event*/);� �
Listing 6.2: How other plugins can listen to those events

6.1.3 Automatic Highlighting

The automatic highlighting is the only feature that requires a component
plug-in, as we need to de�ne the signi�cant part on a slide that we can be
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highlighted automatically. The idea is to augment the interplay between the
presenter and his presentation by highlighting the signi�cant part(s) on a
slide once it is being pointed at in a synchronous way.
Using the XML structure of MindXpres, a user can de�ne these parts with
a highlight tag, together with the keywords that trigger the highlighting.� �

1 <text>In this phrase, I am the <highlight keyword="significant">
significant</highlight> part.</text>� �

These keywords will then be send to the server once the slide, on which the
highlighted parts are de�ned, is in focus. If the keywords are being said by
the presenter together with a pointing gesture towards the signi�cant part,
it will be highlighted. More about this in Section 6.3.

6.1.4 Annotate Slides

In order to allow annotations being made on slides, we modi�ed the slide
container to automatically include a HTML5 canvas as an overlay. By sim-
ply listening to mouse events, a user can now start drawing over the slide
onto the canvas. However, this also means that underlying elements become
inaccessible for user interaction. This can be disabled by using CSS (Cas-
cading Style Sheets), setting the pointer-events property to none.
We will now thus enable and disable the ability to annotate over slides au-
tomatically by detecting if the user is trying to write on the slide, as will
be discussed in Section 6.6. When a write event is send to MindXpres, the
canvas will then be enabled or disabled.

6.2 Mapping the Projected ScreenWith Kinect Frames

A persistent problem for the new features that we want to implement is the
mapping of the actual projection screen to one of the source frames that we
retrieve from the Kinect API. We will thus have to calibrate our application
in order to know in where we can "see" the projection within the captured
camera image. Doing this for one source is enough, as the Kinect API has a
coordinate mapper to map every source to each other.
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Figure 6-2: Projection within sensor �eld of view against wall.

For the calibration, we have to determine the 4 spacial coordinates delimiting
the plane in which the projection screen will be found. With information we
gather from the depth frame, as it contains spacial information about every
pixel in the frame, we can exactly determine where the projected screen is
positioned from the camera.

Figure 6-3: Coordinates from Kinect depth sensor.

During calibration we display the color frame to the user doing the calibra-
tion. He can manually then pick the pixels where the corners of the projected
screen are displayed. By mapping these pixels to their corresponding depth
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pixels, we have all necessary information needed for the new implemented
features.
We are going to use this determined surface as the region of interest for the
interpretations of data in following sections, with the exception of audio and
body gesture recognition.
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6.3 Automatic Highlighting by Using Point and Speech

Decision and
Action State

When the speaker has to intention to signify a part
of his speech by a visual aid (decision), he will point
towards the presentation (action).

Perception Following input sensors are used to gather all infor-
mation:
� RGB Camera
� Microphone
� Depth camera
All of these sensors are integrated in the Kinect V2
and the data is extracted using the Kinect API.

Interpretation Combining the extracted features from the micro-
phone, the depth camera and the RGB camera, we try
to detect whether the user uses gestures and speech
to highlight a signi�cant part on the slide.

Computation If we found that a signi�cant part is being pointed at
during decision-level fusion, then we need to process
�ssion of output modalities.
Message construction: The message constructed will
trigger en event in MindXpres, containing the de-
tected keyword together with the position being
pointed at.
Output channel selection: The output channel is
MindXpres, where we push the message to the client
using the WebSocket protocol.

Action and
Perception

MindXpres will process the incoming event. If the
position of the signi�cant part matches with the posi-
tion being pointed at, then the application will high-
light the signi�cant part on the slide (action). The
audience will then see the signi�cant part being high-
lighted of the area being pointed at (perception).

We will now take a better look at the interpretation inside the man-machine
interaction loop.

6.3.1 Interpretation

6.3.1.1 Audio

Audio-Only Speech Recognition: In order to highlight signi�cant words or
sentences, we �rst need to know which words are signi�cant in the presen-
tation. This is done by a new plug-in in MindXpres that sends the words
that we want to recognize in a particular MindXpres structure to the server
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when that same structure, containing the component, is in focus.
The speech recognition is built-in in the Kinect API. All we have to do now
is listen to the audio input for those signi�cant words.

6.3.1.2 Depth-camera

Body frame: We save body frame data that we gather from the Kinect API.
We are interested in the hands of the detected body, as we will want to know
if the user is pointing at something on the slides.
Body index frame: Using the Kinect API, we store the body index frame
which contains information if a certain pixel belongs to a person.
Depth frame: Again using only the Kinect API, we store the depth of every
pixel.

6.3.1.3 RGB-camera

Blob detection: A blob is a region of an image in which some properties
are constant or approximately constant, for example a region with the same
color can be considered a blob. Using OpenCV we are going to do a basic
color blob detection on the retrieved color frame. These extracted blobs on
the image will be used during feature-level fusion to eliminate false positives
because of noise.
Visual-Only Laser Pointer Detection Using the RGB-camera, we wish to �nd
whether or not there is a red dot coming from the laser pointer on the screen.
Because of the lack of visualisation computations within the Kinect API, we
make use of OpenCV to do the computation.
For the computation, we based our algorithm on the one proposed by E.
Popovich [37].The algorithm works as follows:

1. Take the red channel of an image.

2. Look for the brightest point. This can be done using the minMaxLoc
function in OpenCV

3. To reduce false positives, check if the detected point is less than 20 pixels
away from the previously detected point.

6.3.1.4 Feature-level Fusion

All the data extracted from the di�erent sources, such as depth, pixels be-
longing to a body and color blobs are various extracted features from the
di�erent input sources. The next step is to use feature-level fusion to deter-
mine if the user is pointing at the presentation using his hand, a pen or a
stick.
Pointing using hand : The initial idea was to determine a cuboid in front
of the projection plane. Using depth frame data, once an object would be
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detected within this cuboid, we could assume the screen was being pointed
at or touched.

Figure 6-4: Cuboid to determine pointing and touch.

Unfortunately, this didn't work well as expected because of the noise in the
depth frame when there is an object standing in front of the plane. While
the measured coordinates of the object in front of it will we stable, the
coordinates on the borderline between what the sensor sees as the object in
front, and the plane in the background, will vary. This will then give false
positives of measured points within the determined cuboid as can be seen in
Figure 6-5.

Figure 6-5: Noise in red behind the hand in the cuboid on plane.

Adding distance between the plane and the cuboid we use to detect will
reduce the amount of noise. Unfortunately, it does not reduce noise enough
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so that we have usable results.
A solution for these false positives is to fusion and combine information
from previously detected features to extract the requested information. In
this use case the solution is provided with the data obtained from the body
and body index frames. Using this data, we can detect whether or not the
user is pointing within the projection screen. If we can detect a a hand joint
in the projected screen then we'll check the depth of every pixel within a
threshold radius of that joint and see if it is close enough to the projected
screen to be considered as pointing. Noise in the background is ignored since
we �rst use the body index frame as a mask, meaning that we only use pixels
that are part of the body. If we can �nd pixels matching these conditions,
then we take the closest point to the surface of the projected screen as the
point being pointed at.
Pointing using a pen or stick : When pointing with a pen or stick, the pixels
containing the pen or stick won't be part of the body. We thus can't use
the body and body index frame to narrow our search. However, we can still
detect if an object or something is close to the screen, using information
from the depth frame. To reduce noise, we consider a stick or pen to have a
almost uniform color. Using this property, we can use blobs to �nd objects
being close to the projected screen. Unfortunately that won't be enough,
as the red region in Figure 6-5 will often have the same properties as well.
However, the detected blob with noise will most likely be completely within
the cuboid, while the pen or stick approach the screen. Therefore, the blob
for a pen or stick is at the same time inside and outside the cuboid. Using
three smaller cuboid, noise can be eliminated if we expect the approaching
object to be present in the three di�erent cuboids. This technique will also
work when a hand is approached when the body frame did not detect anyone
inside the frame. The result can be seen in Figure 6-6.

Figure 6-6: Usage of three cuboids for more accurate blob detection.

The closest point to the surface of the projected screen will again be used as
the point being pointed at.

6.3.1.5 Decision-level Fusion

Based on the visual and audio data gathered, we now perform decision-level
fusion. As we can now detect pointing towards the presentation and we have
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speech recognition, we need to decide whether or not we want to trigger
automatic highlighting, hence the need for decision-level fusion.
If we detected a pointing point using hand, pen, laser-pointer or stick, then
we still need to know if a certain keyword was said by the presenter while he
was pointing towards the presentation. If these two conditions are ful�lled,
then the application will compute an outgoing message.
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6.4 Laser Pointer as Input Device

Decision and
Action State

When the speaker has the intention to make use of hy-
permedia, such as video, images and hypertext or when
he has the intention of changing slide (decision), he can
use the pointer gestures to interact with the presentation
(action).

Perception Following input sensors are used to gather all information:

� RGB Camera

Interpretation Visual-Only Laser Pointer Detection: We use the same
implementation used for as in previous section for laser
pointer detection.
Laser Pointer gestures: The detected laser points are
stored in an array for a short period. During every loop,
we try to verify if there is a gesture that can be detected.
Those gestures are:

� Go to next slide

� Go to previous slide

� Go to parent view

� Click on an element

Computation Message construction and channel selection: The type of
message constructed will vary with the registered gesture.
All gestures with the exception of the gesture to click on
an element will trigger en event in MindXpres containing
the type of gesture. The click on an element gesture would
simply send the (x,y) coordinates to the operating system
to trigger a mouse click.

Action and
Perception

In case of a non-click laser pointer gesture, MindX-
pres will process the incoming event and act accord-
ingly.(action)
In case of a click laser point gesture, a mouse click event
is triggered in the operating system at the registered po-
sition of the laser pointer (action). Depending on the
incoming event, the audience and can see the speaker
navigating through slides or activate components which
require user action (perception).
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6.5 Simulate touch

Decision and
Action State

When the speaker has the intention to make use of
hypermedia, such as video, images and hypertext or
when he has the intention of changing slide (decision),
he can touch interaction to interact with the presen-
tation (action).

Perception Following input sensors are used to gather all infor-
mation:

� RGB Camera

� Depth camera

Interpretation The interpretation uses the same code that is being
used for the automatic highlighting pointing detection
during the feature level fusion. However, a more strict
threshold is applied to make sure that the surface of
the projected screen is being touched.

Computation Message construction and channel selection: If touch
is being detected during feature-level fusion, then we
send the (x,y) coordinates to the operating system to
trigger a mouse click.

Action and
Perception

A mouse click event is triggered in the operating sys-
tem at the registered position of the hand (action).
Simulating touch will enable the presenter to interact
with the operating system as well as with MindXpres.
According to his action, the audience will hear or see
di�erent actions within a presentation (perception).
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6.6 Annotate Using Pen or Pen Shaped Object

Decision and
Action State

When the speaker has the intention to further extend
or clarify the content that is displayed on the slide
(decision), he can use a pen or pen shaped object to
write digitally on the slide (action).

Perception Following input sensors are used to gather all infor-
mation:

� RGB Camera

� Depth camera

Interpretation Basically, annotating is the same thing as simulating
touch. However, in this case we expect to user to use
movement while writing. In the next section, we will
discuss these di�erences in more detail .

Computation Message construction: The message constructed will
trigger en event in MindXpres. This event will enable
or disable the canvases used for annotations. Output
channel selection: When we detect that the user is
trying to make annotations, we send the (x,y) coor-
dinates of the point where he is trying to make to
the operating system as mouse events. These are
mousedown, mousemove and mouseup according the
sequence of detections made. At mousedown, the
event to enable canvas annotations is send to MindX-
pres. At mouseup, an event to disable canvas annota-
tion is send back so that the user can again interact
with the slides.

Action and
Perception

Annotations are being made on the slides in MindX-
pres. This was achieved by modifying the default slide
container to include a HTML5 canvas as an overlay
(action). The presenter now has the possibility to
create, extend or clarify content on the slides with
hand-made annotations (perception).

6.6.1 Interpretation

6.6.1.1 Depth Camera

Depth frame: We use only the Kinect API to store the depth of every pixel.
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6.6.1.2 RGB Camera

Background removal : When the user annotates, we consider that the hand
that is being used to write on the slide is in motion. OpenCv has built
in algorithms to do this. In our case, we make use of the VideoSurveil-
lance.BackgroundSubtractorMOG algorithm. Blob detection: We use the
same blob detection as before, based on color.

6.6.1.3 Feature-level Fusion

We use feature-level fusion to determine if the user is trying to annotate on
the slide using a pen or a stick. The fundamental di�erence with pointing
using a pen, is that we consider that the hand of the user is in motion. To
reduce noise, we can now use this mask to know which are needs to be looked
at.
We will now detect using the depth frame whether the hand in motion is
touching the surface of the projected screen. Using the three cuboids as we
did before, we now want to make sure that the biggest blob in the cuboid
closest to the surface is di�erent from the biggest blob in the other two
cuboids. This is a way for us to detect if a hand is holding an object with
which he tries to annotate on the slide. The point closest to the surface is
the input point.

6.6.1.4 Decision-level Fusion

In most cases, when we try to annotate our implementation will also detect
touch. Therefore, we need to add another rule which states that no touch is
allowed when annotations are detected.
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6.7 Gestures for Free Creation of Content

Decision and
Action State

When the speaker has the intention to further extend
or clarify the content on the slide, or when he has the
intention of removing annotated content (decision),
he can use gestures to insert a blank slide or to remove
made annotations (action).

Perception Following input sensors are used to gather all infor-
mation:

� Depth Camera

Interpretation We use the Kinect to detect body gestures, which will
trigger various actions in MindXpres.

Computation Message construction: The message constructed will
trigger en event in MindXpres. This message send the
command to either insert a new slide or to remove all
annotations.
Output channel selection: The output channel is
MindXpres, where we push the message to the client
using the WebSocket protocol.

Action and
Perception

Insert a new slide or clear made annotations in
MindXpres (action). The audience can see the cre-
ation of a new blank slide, or can see the annotation
being removed from the slide (perception).

6.7.1 Interpretation

Body frame - Detecting gestures Using body frame data, we are now going to
detect gestures. The Kinect API shines at detecting gestures. In our case,
we have only two basic gestures that we want to recognize. Both being wave
gestures.
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Figure 6-7: Detection of the wave gesture with Kinect.

To detect gestures, we track the position of speci�c joints over time. In the
case of a wave gesture, we track the elbows and hands and see if we can
detect segments of the gesture.
A segment is a part of a gesture, characterized by certain properties. For
example, for a vertical wave gesture, a �rst segment would be that the hand
position Y is higher than the elbow position Y AND the hand position X is
higher than the elbow position X. In the second segment, the condition for Y
would remain the same, while X position condition is inverted. If we are able
to detect consecutive repeats for these segments, then we have successfully
detected the gesture.

6.8 Conclusion

In this chapter we discussed how we enabled multimodal interaction for the
MindXpres presentation tool. By using MindXpres plug-ins and client-server
communication through WebSockets, all desired features could be inserted in
the presentation tool. Furthermore did we discuss how every new feature was
made possible with the Microsoft Kinect using the multimodal man-machine
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interaction loop to give a complete overview on the complete process.



7
Use Case

In previous chapter we described the implementation of our ideal presenta-
tion tool with the insights that were gathered in Chapter 2 and Chapter 3
and the technologies discussed in Chapter 5. This chapter will walk through
a scenario where the new implemented features are used. It will give the
reader insight on the bene�ts of having multimodal interaction for MindX-
pres and how these features are used from a practical standpoint.

7.1 The Scenario

To illustrate our ideal tool in the best possible way, we de�ne a scenario
that will be used during this rest of this chapter which relates to a typical
presentation that a student would receive during a lecture. For our scenario
we use a hypothetical presentation that talks about the implementation of
client-server communication in MindXpres to enable multimodal interaction.
Moreover do we envision that the presenter does not have any information
about the audience and their previous knowledge about the used technolo-
gies.

7.2 Creating the Presentation

We will not fully discuss how to make a presentation in MindXpres as this
is not the primary focus of this thesis. However, it is good to have a general
idea of how a presentation is created using the XML language of MindXpres
that compiles into HTML5. For more information we kindly refer to [39].

80
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7.2.1 The Structure

Every presentation starts with the root <presentation>. We have thus fol-
lowing code:� �

1 <presentation></presentation>� �
Which compiles into an empty presentation as is shown in ??.

Figure 7-1: Empty presentation

We now start adding content to it. The �rst thing we'll do is de�ne the
global structure, with the title of our presentation.� �

1 <presentation>
2 <structured title="Multimodal Interaction for the MindXpres

Presentation Tool">
3 </structured>
4 </presentation>� �

Next can be add various sections to the presentation. In our use case, we'll
just add the sections that we need, with each section containing an empty
slide.� �

1 <presentation>
2 <structured title="Multimodal Interaction for the MindXpres

Presentation Tool">
3 <section title="Client-Server Communication">
4 <slide></slide>
5 </section>
6 <section title="Integration in MindXpres">
7 <slide></slide>
8 </section>
9 </structured>

10 </presentation>� �
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The result of the code above can be seen on ??

Figure 7-2: Presentation with title, sections and empty slides.

7.2.2 Add Automatic Highlighting

To enable automatic highlighting, we need to de�ne which text that should
be highlighted, together with the keyword that will trigger the automatic
highlighting. To do this, we implemented the highlight module. De�ning the
part that needs to be highlighted can then be de�ned with the <highlight>

tag.
If we would like to highlight automatically "bi-directional communication"
in the slide shown on ??, we would have the XML code de�ned in ??.
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Figure 7-3: Slide where we want to automatically highlight "bi-directional
communication".

� �
1 <slide title="Client-Server Communication">
2 <bulletlist>
3 <item>MindXpres and the MMI aplication need
4 <highlight keyword="bi-directional">bi-directional

communication</highlight>
5 </item>
6 <item>MindXpres is a web application
7 <item>short polling></item>
8 <item>long polling</item>
9 <item>HTTP streaming</item>

10 <item>WebSockters</item>
11 </item>
12 </bulletlist>
13 </slide>� �

7.3 Launching the Presentation

7.3.1 Setting up the Kinect Webserver

Before launching MindXpres, we need to launch the Kinect server if we want
to enable multimodal interaction. If we do not, MindXpres will not be able
to make a connection with the server and thus it won't receive any of the
triggered events which enable most part of the newly implemented features.

7.3.1.1 Choosing the Projector

Upon opening the Kinect server application, the user is �rst given the option
to pick the screen where the projection is being held. By doing so, the appli-
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cation knows where to send the callibration points as well as the resolution
of the screen that will be used to map any pointing or touch related input.

Figure 7-4: Select which detected computer screen is the projector

7.3.1.2 Calibrate the Projection Plane

Once the right projector has been selected, the user will be guided through
the calibration process. The user will have to select the projected points on
the camera visualisation to complete the process as can be seen on ??

Figure 7-5: Calibration of the projection plane

7.3.1.3 Adjust the Surface of the Projection

Once the calibration is done, the user can still modify the calculated surface
by moving the corners of the surface by clicking on the red dots as can be
seen on ??.
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Figure 7-6: Adjust surface of the projection plane

7.3.2 Launch MindXpres

All that is left to do now is opening MindXpres with a modern web browser.
The connection will automatically be made in the background for multimodal
interaction.

7.4 Interaction During the Presentation

Let us consider a reduced presentation for the chosen topic. The presenter
does not know the previous knowledge of the audience, so for the sake of
completeness he included slides about the various communication mechanism
for client-server communication.

Figure 7-7: Reduced presentation overview
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7.4.1 Interact Using Touch

The presenter decides that he will try to immediately skip the client-server
communication section and moves on to the integration in MindXpres. He
uses touch to go to the jump to the slide of his choice.

Figure 7-8: The presenter uses touch to select the slide.

7.4.2 Automatic Highlighting

On the next slide, the bi-directional communication is signi�cant because
it is this type of requirement which will have us use certain client-server
communication mechanisms to ful�l this requirement. The presenter thus
points towards this part on the slide using a laser pointer. Note that he
could also have pointed using a stick, pen or simply his hand. When he
says the word "bi-directional" while pointing, the signi�cant part will be
highlighted as can be seen on ?? and ??.
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Figure 7-9: The presenter points to the signi�cant part with a laser pointer.

Figure 7-10: The signi�cant part gets highlighted.

The pointing and highlighting thus give extra contextual information. By sig-
nifying the bi-directional communication, we can deduce that, since MindX-
pres is a web application, only the listed mechanisms provide us with a
solution.

7.4.3 Interact Using the Laser Pointer

We now consider that the audience lacks prior knowledge of the WebSocket
protocol. The presenter thus decides to go to the slides he has prepared
in Section 1 which explain WebSockets. He has two option, he can either
click on the bullet "WebSockets" (see ??) if this is an hyperlink towards
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the corresponding slide explaining WebSockets, or he can can use the sliding
gesture to move to the upper level as illustrated in ??.

Figure 7-11: Use laser pointer gesture to go to the upper level.

Once at the upper level, the presenter can now "click" on the slide he wants
to navigate to by pointing at the slide as can be seen on ??.

Figure 7-12: Select the slide using a laser pointer.

7.4.4 Annotate

Once the presenter is on the WebSocket slide, he wants to extent the content
by annotating the given �gure. Using a pen or pen-shaped object in his
hand, he can now annotate the slide to better illustrate how WebSockets
enable full-duplex communication.
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Figure 7-13: Annotate the slide using pen or pen-shaped object.

7.4.5 Using gestures

Finally, the presenter can also insert an empty slide or remove his made
annotations using gestures. This gives him again an extra level of freedom
for the creation of content on the slides.

7.5 Conclusion

In this chapter, we have seen how we can create a MindXpres presentation
and how to calibrate the Kinect server to enable multimodal interaction. By
using multimodal interaction, the presenter now has the possibility to use
the zoomable user interface of MindXpres to its full extend. By doing so, he
can for example use multiple navigation paths to adapt to his audience, as
seen in our scenario. The presenter can also create content freely if required,
and interact with any component that is implemented in MindXpres.
If we re�ect on these new features, one may say that nothing extraordinary
has been implemented. It is just a natural way to interact with what we
already know... However, this is exactly the goal of our multimodal interface.



8
Conclusions and Future Work

In order to integrate multimodal interaction for the MindXpres presentation
tool, we �rst analysed how current common slideware is used as well as how
we could use multimodal interaction to cope with the current limitations that
common slideware impose. We quickly concluded that not all criticism on
common slideware is valid, since a presentation should not be characterized
by slides alone, but also by the bodily and spoken performance.
Once we were familiar with these limitations of common slideware, as well
as with some alternatives which make use of other input modalities, such
as interactive whiteboards, we proposed a solution of our own. In this so-
lution, we carefully picked some features which enhance the interactivity of
common slideware in a way which we could perceive as being a natural way
to interact. These features would focus on pointing, the main gesture used
when giving a presentation, the lack of alternative traversal paths due to the
linearity of common slideware and the unavailability to create content freely.
By doing so, we believe we bring together the advantages of using digital
media and the old-school way of using the blackboard.
All of the features were then implemented in MindXpres, which proved to
be an excellent tool due to its modularity and content-oriented approach.
Still, integrating multimodal interaction was a challenge nevertheless. As
MindXpres is a web application, we had to make sure that all information
would be passed quickly and with a minimum delay from our Kinect applica-
tion. Moreover did we need to guarantee that the Kinect application would
process all information quickly enough for it to become usable in real-time.
Therefore, we made use of the visual processing library OpenCV next to
the Kinect API, which focusses on real-time processing. For the commu-
nication we implemented a light-weight server capable of using WebSocket
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communication.

8.1 Contributions

A �rst contribution would be an overall literature study of common slide-
ware, looking both at the content as well as their interaction on a large scale.
Our study tried to identify both the positive aspects and negative aspects of
using common slideware, as well as how interaction could help in resolving
the biggest concerns discussed in the literature.
Secondly, we proposed a solution to cope with the limitations previously
identi�ed, and created a cheap Kinect-based application which enables mul-
timodal interaction in MindXpres. The features of MindXpres were also
extended through plug-ins, to make it capable of creating content freely as
well as augmenting the interplay between the presenter and his presenta-
tion.
On a �nal note, while the solution was originally developed to work with
MindXpres, it can also be used to interact with the operating system. It
could also be modi�ed to work with other applications and thus leaves a
door open for future development.

8.2 Future Work

In our solution, we analysed how we currently use and interact with com-
mon presentations tools to propose a solution. However, in the future a user
evaluation is needed to test our expectations against reality.
Due to the fact that we have only taken a look at how we use current pre-
sentation tools, the input modalities used to enable multimodal interaction
only use simple gestures and movements such as touch and pointing. It could
however be bene�cial to look at completely di�erent interaction possibilities,
such as for example the Myo armband1.
Right now presentations are often printed as Cole's notes, as they give a good
overview of the knowledge that is being communicated during a presenta-
tion. However, looking back at these often results in a loss of information, as
the primary goal of a presentation is not to provide notes. Using multimodal
input, we could now easily save the whole presentation with speech, video
and interactions. Providing the right user interface, a user could now for
example replay parts of the presentation while reviewing slides.

1https://www.myo.com/

https://www.myo.com/
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