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i

Abstract
Presentation tools are widely used in lots of different fields to contribute in-
formation and knowledge to specific target groups, the audience. Since these
tools deliver concepts and understandings to the audience, it is important to
keep on developing the technologies involved in these tools so that they can be
used effectively. The user interfaces of most popular presentation tools offer
limited functionality. Most of them only offer visualisations of static content.
Presenters often prepare their presentation and include a lot of content that
they think is relevant. However, sometimes the need arises to show content
that was not foreseen beforehand. As an example, the presenter might want
to show content in response to a question from the audience. To address this
issue we have investigated and implemented the use of a virtual assistant in
the context of presentations. The assistant allows presenters to use different
modalities to request additional content that was not added to the presenta-
tion beforehand. Next to simply retrieving additional content the assistant
is also capable of other actions such as navigation or providing support for
the presenter. The resulting framework was designed so that both modalities
and actions can be extended via a plug-in architecture allowing the assistant
to be adapted for all kinds of interesting use cases.
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1
Introduction

Presentations are very popular nowadays and are being used widely. They
are an important tool for speakers to present their work or ideas to a dedi-
cated audience. The topic “Presentation Tools” in computer science tries to
continuously improve the techniques used to give presentations. It does this
by making certain tasks more easy for the presenters and/or the audience,
or by giving feedback to the presenters about their performance. Given the
popularity of presentations in many fields, it is important to keep developing
this topic. Popular presentation tools widely used are Microsoft Powerpoint,
Apple KeyNote. However, certain important aspects are missing in these
tools. First of all, we are obligated to use the linear navigation offered by the
tools, forcing us to go through the slides one by one. Skipping over certain
slides in between is not possible. Second, these tools are based on the phys-
ical slides, from olden days. This gives us constraints in terms of space and
placement of content, which is not actually necessary, taking into account
the big screens we have nowadays. Third, it is not possible to create links
between different content from different presentations. To be able to achieve
this, we have to open different presentations together. It would be more
convenient to have a way of interlinking content through different presenta-
tions. Lastly, it is not always possible to foresee all relevant content in one
presentation, due to space and time constraints. The presenter can put a lot
of relevant content on the slides but sometimes the need arises to do or show
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something that was not foreseen beforehand. It is also not always possible
to include certain content beforehand, for instance if it changes frequently.
To address this missing functionality we introduce the use of dynamic con-
tent and on-demand information retrieval and appropriate action performing,
in presentation tools. It is one of the most effective, long-lasting solutions
which allows that unprepared content can be queried and shown at any time.

Consider the following example. A course is given by a lecturer who
prefers interactive classes. While preparing slides of the lecture, the lecturer
can not add all details of all parts of the course, since that would not fit
in the foreseen time slot. Instead, the lecturer highlights some parts more
then others, and thus will add more slides for these parts. However, the way
the lecture evolves, depends on the students their interest and responses to
certain questions which the lecturer asks them during the lecture. The lec-
turer will probably not have material prepared for all types of questions or
some material might be outdated. In this case, dynamic and/or on-demand
content is desired. The content should be adapted to the questions/interests
of the student and this can only happen on the fly.

Current presentation tools allow the use of add-ins, which increase the
functionality of content placement. A minor part of those add-ins even do
allow dynamic content operations. However, many of those add-ins are de-
signed in different ways by different developers. In this system, flexibility is
missing, since each add-in can handle only its own specific action. Most of
the add-ins require a keyboard and/or mouse interaction. They require the
user to use the PowerPoint user interface for interaction, which makes the use
of the add-in during a slide show hard. The add-ins are not designed in an
extensible way as well, each add-in has to be triggered in its own customised
way. There is no global system which allows one add-in to detect and execute
the correct requested action for the user, with the help of an easy interaction
interface.

We have created a virtual assistant, to be used in presentation environ-
ments. It allows users to request and show dynamic content and retrieve
information on-demand, during a presentation without having to close the
presentation tool. The users can interact with the tool in multiple ways,
since it offers a plug-in mechanism which supports adding new interaction
methods at any time. The tool currently supports speech and keyboard
interaction. Input from the user is being compared to a built-in dictionary,
which compares it with stored Terms. These Terms can be added at any time
by the help of plug-in mechanisms. Each Term is supported by an Action,
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which will be executed when the corresponding terms are detected in user
input. Currently, web pages can be viewed, YouTube videos can be played,
images can be searched and slide navigation in PowerPoint is supported.
The application is an extendable common interface which supports multiple
modalities, giving developpers the opportunity to add code at any time, for
modalities, terms and actions by the help of the plug-in mechanism.

By creating a virtual assistant which could execute actions while you
are presenting, we realise a way for the presenter to show the content he
wants to show, depending on the context. If the audience experiences unclear
statements, questions or just wants more information, presenters now have
a virtual assistant at their service, which allows content visualisation of any
kind.
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2
Related Work

In this section we investigate relevant work in the area of presentation tools
and virtual assistants.

2.1 Presentation Tools
We provide an overview of the most used presentation tools and discuss their
limitations.

2.1.1 Microsoft Powerpoint
Powerpoint is one of the most popular presentation tools in all kinds of fields
[1]. User groups are school teachers, students, lecturers, professors, business
analysts and many more. Despite the fact that it has many limitations,
such as the fact that it bases itself on traditional slides from olden days and
linear navigation, it is the most used presentation tool worldwide. Lots of
new presentation tools were developed to overcome these limitations. Still,
because of its growing popularity over many years, Microsoft PowerPoint is
preferred among most of the users.

Add-ins PowerPoint has the possibility to load add-ins, small external
compiled code which enables new representations of content in PowerPoint.
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An example is the conversion to SVG. This add-in converts PowerPoint pre-
sentations into a compressed Scalable Vector Graphics format [2]. The add-in
was inspired by so-called feature phones, mostly used in South Africa. Such
phones have more constraints than smartphones. They can not play a Pow-
erPoint presentation for instance. For a list of add-ins please consult the
appendix1.

Limitations PowerPoint offers the possibility to insert basic content,
like text, images, audio, video and simple graphics like charts, tables and
SmartArt on slides2. Despite the fact that we can create basic presentations
with above mentioned formats, there are certain limitations in this presen-
tation tool. First, without any external add-ins, only local content can be
inserted. This means content already stored on your computer. If you wish
to embed content from the web, you need to first download it. Second, there
is no possibility that the content can adapt itself based on the context like
your location, the current time or year. For example, when talking about
currencies during an economics class, we might want to know the current
exchange rate. Currently, this would require you to close the presentation
tool, open a web browser and go to e.g. “www.xe.com”. Third, the avail-
ability of on-demand content is missing. Once we started our presentation,
there is no way to adapt it towards the current situation and context. We
have to follow our slides, even if the audience is guiding the presentation
towards a different, unexpected angle. We can not show highlights of today’s
news if something relevant to our field has happened, without closing the
presentation tool. For example, supposing you are giving a class on internet
security and it seems that breaking news occurs during your class: more then
99 countries of the world have been infected with a new ransomware virus.
It might be worth to mention the problems and potential solutions regarding
this virus. Fourth, certain add-ins are available which solve (parts of) these
problems. For example, the web video plugin3 in PowerPoint makes it pos-
sible to embed web videos. Even then, each problem requires you to install
a new add-in, causing discomfort to the user. Also, each add-in requires dif-
ferent trigger methods, and offers different interfaces. When the user wants
to retrieve on-demand information, he has to know beforehand which add-in

1http://www.skilledup.com/articles/30-best-add-ins-and-apps-for-
microsoft-powerpoint

2https://support.office.com/en-us/article/Compare-PowerPoint-features-
on-different-platforms-90986850-227c-4b25-938e-1c5838166b8b?ui=en-
US&rs=en-US&ad=US

3https://store.office.com/en-us/app.aspx?assetid=WA104221182&ui=en-
US&rs=en-US&ad=US&appredirect=false

http://www.skilledup.com/articles/30-best-add-ins-and-apps-for-microsoft-powerpoint
http://www.skilledup.com/articles/30-best-add-ins-and-apps-for-microsoft-powerpoint
https://support.office.com/en-us/article/Compare-PowerPoint-features-on-different-platforms-90986850-227c-4b25-938e-1c5838166b8b?ui=en-US&rs=en-US&ad=US
https://support.office.com/en-us/article/Compare-PowerPoint-features-on-different-platforms-90986850-227c-4b25-938e-1c5838166b8b?ui=en-US&rs=en-US&ad=US
https://support.office.com/en-us/article/Compare-PowerPoint-features-on-different-platforms-90986850-227c-4b25-938e-1c5838166b8b?ui=en-US&rs=en-US&ad=US
https://store.office.com/en-us/app.aspx?assetid=WA104221182&ui=en-US&rs=en-US&ad=US&appredirect=false
https://store.office.com/en-us/app.aspx?assetid=WA104221182&ui=en-US&rs=en-US&ad=US&appredirect=false
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to use, close the presentation tool, and search for the components of that
add-in in the PowerPoint GUI. Much easier would be to have one extensible
system which does the “add-in” selection for you and which offers multiple
modalities.

2.1.2 Apple KeyNote
KeyNote [3] is comparable to PowerPoint. It is based on the same mechanism
of linear navigation and slides. It has some features which are not directly
supported by PowerPoint, like collaboration. Different persons on different
devices can work on the same presentation at the same time. You have an
overview of who is working when and you can see changes occurring in real
time. An advantage is that everything is synchronised on the iCloud, which
makes it possible to edit the presentations from a browser. This means users
of other operating systems can edit and work on the presentations as well. It
is possible to make changes on iPads, iPhones as well, not only on personal
computers. Keynote Live makes it possible to watch presentations in real
time on many different Apple devices, around the world. Specially useful
when (parts of) your audience is not in the same room as you are. KeyNote
offers the possibility of add-ins, in the same way as PowerPoint does.
KeyNote might have certain built-in features which PowerPoint does not
have. Even then, all the limitations described in the PowerPoint section, e.g.
lack of dynamic and on-demand content, also applies for KeyNote.

2.1.3 Prezi
While browsing presentations used by common tools which use linear naviga-
tion, a problem which occurs is lack of overview. The only thing that could
help us to follow the presentation navigation are titles and slide numbers.
Even then, the latter is often forgotten. Prezi [4] is a presentation tool which
uses a different approach then most common tools. Presentations are created
in such a way that the audience can always keep track where the current slide
is situated in the presentation topic. Special zoom techniques are used to
achieve this overview. At first, a zoomed out overview of the presentation
is given. For each step, the context of the target slide is clearly shown by
zooming in to a particular area. When a particular topic is finished, the tool
zooms out to the original overview and zooms in on the next topic. Zooming
techniques are important to consider while trying to develop tools which try
to tackle problems like linear navigation in presentation tools. Since the use
of these non-linear navigation techniques, it is also possible to jump to sec-
tions directly by just using mouse or keyboard to zoom out from the current
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area and in to any other area. You can create backup areas as well, which
are not originally meant to be shown, but which could be shown on request
of the audience. Prezi has tools which analyze your success as well. Know
who is viewing, what they are interested in and more.

In contrary to PowerPoint and KeyNote, Prezi does not offer the notion
of add-ins and hence suffers from the same limitations as PowerPoint and
KeyNote. However, since it is web-based, it might be possible to do slide
manipulation and create a virtual assistant for Prezi.

2.1.4 MindXpress

MindXpres [5] competes with other popular presentation tools like Microsoft
Powerpoint, Apple Keynote and Prezi. Existing presentation tools show
some shortcomings. They are based on the traditional slides as we know
them from the traditional slide projector, but actually there is no need to
limit ourselves to the constraints of a slide. Mostly presentations are being
shown on big screens, televisions, electronic projectors. This implies there
is a huge space which is not being used efficient enough. But this is not
the only constraint of current presentation tools. They are being used in
a linear manner, where we go from the current slide to the next slide and
so on. Jumping over a few slides is not possible without pressing buttons
on your remote control that many times. Further, there is no way to link
related important content between different presentations. You are obligated
to copy and paste slides between these different presentations. Correlating
presentations on-the-fly is not possible at all, without having to switch be-
tween different open presentations.
MindXpres has its own document format, based on Extensible Markup Lan-
guage (XML) [6]. There is a clear separation between content and visual-
isation, which allows the user to have different visualisations for the same
content for different occasions, or reuse content later on. The MindXpres
document format is being converted by a compiler into a specified output
format. Dynamic as well as static output is available. Further, there are
ways to introduce new features in the tool. Its architecture is built in such a
way that you can easily extend the tool by so called plug-ins. The presenta-
tion engine is based on HTML5, CSS3 and JavaScript.
MindXpres is a presentation tool which is based on plug-ins, which makes it
easy to integrate a virtual assistant in it. However, no plug-ins have been
developed yet which realise the delivery of on-demand content.
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2.1.5 Collage
Collage [7] is a very simple presentation tool which allows blackboard inter-
action and viewing of textbooks and notes on a presenter screen. It enables
teachers to give lessons with maximum efficiency by a small preparation. It is
designed especially for primary and secondary schools. They state that even
though over 6 million teachers worldwide use PowerPoint, there is not much
research about the effectiveness of using PowerPoint in classrooms. They
created their own tool for use specifically only in school environments. The
teachers who have used the tool prefer it above other popular presentation
tools as PowerPoint.
The current setup requires a lot of interaction of teachers with the tool, even
more then PowerPoint. Teachers are have to use their mouse and keyboard
for dragging, zooming, transitioning, .. . Not only on-demand and dynamic
content functionality is missing, but also the ability to control the built-
in features in this presentation tool without complex mouse and keyboard
operations.

2.1.6 Review
The popularity of current presentation tools is diversified. Most people still
use PowerPoint, even when taking its limitations into account. Some presen-
tation tools have a similar concept such as PowerPoint, like Keynote. Others
have a different concept and offer non-linear character as well.
A more interesting limitation in all presentation tools is the lack of any type
of assistant which would allow presenters to interact with the presentation
tool on-demand and allow automatic actions during the presentation. Ex-
ternal programs need to be launched outside the presentation tool to show
related content. The current presentation tool needs to be closed and re-
opened to show other related presentations, causing discomfort and waste of
time towards the audience and the presenter.

Add-ins Certain presentation tools like PowerPoint do have an add-in
system. A way to insert external compiled code to enable new features in
the presentation. An example is given in the beginning of this section and a
list of add-ins is given in the appendix.

Limiations of these add-ins are the missing of on-demand and dynamic
content. This is one of the most valuable needs for presenters where not
much research has been done. The creation of a global extensible system
which allows previewing dynamic and on-demand content would increase the
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usability for users.
There are a few that do allow some sort of dynamic content. However, they
do not provide flexibility and/or modularity. In contrary to the available add-
ins, we need an extensible virtual assistant where plugins can be written for
controlling the interface (by defining multiple modalities) and for executing
actions.

2.2 Virtual Assistants
Virtual assistants, also called personal assistants, intelligent assistants or in-
telligent automated assistants are automated robots which provide answers
to questions, queries or requests from users and provide relevant information
in return, by adapting to the user and their contextual situation [8]. So-
phisticated ones are implemented by means of an Artificial Intelligence (AI),
since they deduce intelligent conclusions based on inputs from users. Assis-
tants should provide a user interface in which the user can communicate with
the them, in the form of questions, queries or requesting actions in natural
language.

Not much research has been done in the field of virtual assistants in
presentation tools, so we have decided to widen our research field to virtual
assistants in general instead.

2.2.1 Google
2.2.1.1 Google Now

Google Now 4 is a smart engine which helps us with all kinds of different
tasks, needs, interests and more, available on most Android phones. Things
to do and things around us such as restaurants can be discovered and the best
ways to get there. Reminders can be set for important appointments, texts,
emails can be sent and even flight tickets can be booked for you. According
to your location it gives you updates as well for the weather, for example.
Speech is used as main input, but you can use the touch keyboard of your
smartphone as well. It comes pre-installed on most Android phones, but is
also available in the Play Store 5, as well as in the Apple Store 6 for iPhones.
Google Now offers certain basic interactions as mentioned in this section.

4Google Now - https://www.google.com/search/about/learn-more/now/
5https://play.google.com/store/apps/details?id=com.google.android.

googlequicksearchbox&amp;hl=en
6https://itunes.apple.com/us/app/google-search-made-just-for-mobile/

id284815942?mt=8

https://www.google.com/search/about/learn-more/now/
https://play.google.com/store/apps/details?id=com.google.android.googlequicksearchbox&amp;hl=en
https://play.google.com/store/apps/details?id=com.google.android.googlequicksearchbox&amp;hl=en
https://itunes.apple.com/us/app/google-search-made-just-for-mobile/id284815942?mt=8
https://itunes.apple.com/us/app/google-search-made-just-for-mobile/id284815942?mt=8
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Figure 2.1: Google Now: Next Slide

However, at the moment it cannot deal with more sophisticated interactions
or unknown domains. Most of the advanced interactions just result in a web
search. For example commands to control presentations (Figure 2.1). Since
Google Now is only available for smartphones and tablets, its use is limited
for the environments offered by these devices. Presentations are mostly given
from portable computers and not from phones or tablets. Even if they do, or
if they would in the future, Google Now does not offer any integration with a
presentation tool. Hence, it is impossible to use this system in presentation
environments, since the tool is not available for computers and it does not
offer any interaction with presentation tools.

2.2.1.2 Google Allo

Google recently launched a new messaging platform “Allo”. It is not just
a simple messaging app, but it has smart added functionality, compared to
other messaging apps like Facebook Messenger 7 and WhatsApp [9]. One
of its most promising new features is the “Google Assistant”. Along with
other contacts, it appears in your messaging menu. You can ask it all kinds
of information, e.g. which restaurants are nearby or which movies to check
out. Even within conversations between you and your contacts, the Google
Assistant is always ready to help. Just type “@google” followed by the query
and the results will be shared within your conversation [10]. Google Allo is
similar to Google Now, but it is even more focused on web search, especially

7https://www.messenger.com/features

https://www.messenger.com/features
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Figure 2.2: Google Allo: Next Slide

in conversations with other contacts. In a conversation with the “Google As-
sistant” itself, you can still make changes to your phone settings for example,
which you can not do in conversations with others.
Since it functionality is similar to the one of Google Now, it has the same
limitations as Google Now has. Sophisticated features are not supported and
are caught by web search, as a type of backup. Hence, we can not use it to
control presentations and presentation tools. See Figure 2.2.

2.2.1.3 Taba

Search engines are widely used for answering information needs from users.
Researchers have been continuously working on providing the most useful in-
formation for users. However, most search engines nowadays are only partly
personalised. Instead, users should automatically get personalised updates of
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their interests. Researches have created “Taba”, a personal assistant which
consists of two parts [11]. A user modelling system and a recommendation
system. The modelling part collects personalised information from the users,
their habits, their interests and tasks which they perform. The recommen-
dation system provides updates to users based on the user modelling. This
decreases the need for the user to re-perform the same searching task over
and over again, to get the most recent information. Instead, Taba will collect
information and deliver relevant updates to users.
An advantage of this system is that its concept is based on adaption to users.
However, support for operating functionality of presentation tools is lacking.

2.2.2 Apple Siri
Siri is a personal assistant, originally for mobile Apple devices running iOS,
but recently also for MacBooks running macOS Sierra [12, 13, 14]. It is very
much comparable to Google Now. It has the same or similar functions, plac-
ing phone calls, turning WiFi on or off, enabling flight mode, making dinner
reservations, show you the best route to your home. It is in direct contact
with web services such as Wikipedia, Shazam, Yelp, Rotten Tomatoes. We
can ask Siri for information such as today’s weather or shares in the stock
market . We can even correct Siri, for example when it mispronounces a
name.
In contrary to assistants from Google, Siri has recently been launched for
certain computers of Apple, as mentioned. This makes Siri a potential possi-
bility as a virtual assistant for presentation tools like PowerPoint, or maybe
KeyNote, as this tool finds its origin with Apple. However, unfortunately,
the biggest problems amongst most of the current tools is also found here:
there is no support for controlling presentations. Figure 2.3 illustrates the
user interface of Siri on macOS and iOS.

Speech Recognition Comparison Above assistants might not be
what we are looking for after all. However, some components of them like
speech recognition could be useful in a future creation process of our own
virtual assistant. In this section we compare systems of Apple and Google.
In an experimental evaluation of Apple Siri and Google Speech Recognition,
researchers have focused on the reliability of the network connection during
speech recognition and analysing [15, 16]. In network systems, packet loss
can occur. This may result in delays and thus affecting the real-time expe-
rience. The accuracy of voice recognition is another important factor which
may affect the real-time experience of a user. Researchers have tested Google
Speech Recognition (GSR) and Apple Siri separately under difficult network
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Figure 2.3: Apple Siri: Next Slide

conditions, and concluded that there is a significant loss, but the effect on
packet loss is mostly caused by the application itself rather then issues with
the network. Further comparing both, their results show that GSR compares
better then Siri when measuring the delay.

2.2.3 Microsoft Cortana
Cortana [17] is the voice assistant from Microsoft, used on Windows and
Windows phones. We can ask Cortana to play a song, open an app, show
you the weather, retrieve flight information, etc.. . It is quite comparable to
Apple Siri and Google Now. However, it is the youngest one of the three,
meaning it is still in early development phase. It is a flexible personal assis-
tant because it is built for both mobile and desktop use. However, it seems
to be less accurate or smart in some cases than the competitors, as it will
often produce basic web search results if it does not understand something
[18].

Context Many different environments are used which result in web
search. Not only a browser, operating systems or desktop applications, but
virtual assistant environments as well. For these assistants it is often difficult
to know the difference between queries with a local execution and queries with
a remote execution. Local execution means all types of functions related
to the user device. For instance turning on Wifi or Bluetooth. Remote
executions are functions which are searched on the Web. When a query is
issued, the virtual assistant has to decide to execute it locally or remotely,
which can be a difficult job. For instance, they have to detect the difference
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Figure 2.4: Microsoft Cortana: Next Slide

between the query “How do I mute this phone?” and “Who is Isaac Newton?”.
Some queries result in a mix of remote and local executions. Mostly, these
are queries in which the context should be considered. For example, “Where
can I eat sushi?” should be translated by the assistant to “Where can I
eat sushi in Pisa Italy?”, after it has determined the user’s GPS location
by help of the device (e.g. smartphone). Researchers have studied how to
reformulate these queries, so that the execution environment and context
is considered and included in the resulting queries [19]. They have shown
that such queries can be reliably detected, that there is a significant web
traffic, containing such queries and that reformulations are possible in order
to improve performance. Their work is based on web traffic originated from
Windows Phones, containing the Microsoft Cortana virtual assistant. See
Figure 2.4.

Review Cortana could be used as a potential virtual assistant for pre-
sentations because it runs on windows computers, just like Siri runs on Apple
computers. However, their limitations are the same. Cortana does not sup-
port presentation controlling.

2.2.4 Amazon Echo
Amazon Echo [20] is a rather different kind of technology. Instead of the
voice recognition operating in an OS in your phone or computer, it is located
inside a simple audio speaker. It is not just another personal assistant who
delivers information to the user from the Internet, but more than that. Dif-
ferent hardware devices from different manufacturers can be interconnected,
enabling a home automation control system. The light could be switched on,
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Figure 2.5: Amazon Echo

the tv could be turned on or the air condition could be started. Some people
seem to use it in daily live continuously and it has great reviews. Echo is a
standalone device and does not operate on any famous phone or computer
operating system. In order to serve as an assistant for presentations, it would
need a technology communicating with the device containing and previewing
the presentation. It would need a technology to manipulate the slides on
that medium as well. This is currently not supported by Amazon Echo. In
Figure 2.5 an illustration of the Amazon Echo device is shown.

2.2.5 Facebook Bots
Virtual assistants and automated tasks are becoming more and more popu-
lar. In the above mentioned use cases, assistants are mostly used for general
scenarios like asking the weather, calling your friends, listening music or re-
trieving directions.
Apart from these general interactions, a new concept has been introduced
recently, so called “Smart Bots”. These are a type of assistants which are
created to represent a customer service. They are designed to handle com-
plicated user queries and reply them in a correct and user-friendly way. Ex-
amples are: your personal fitness coach, a travel agent, a bot keeping track
of your health, a bot giving you stock price alerts or even a bot which helps
you to meet the right business consultant. Google Assistant, Amazon Echo,
Facebook Messenger and other popular platforms have plans to use these
bots. On Facebook Messenger, these bots are already available [21, 22].
Facebook Bots are comparable to the Google Assistant in the Google Allo
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system. However, since most of the bots are a representative of a firm external
to the user, their focus is on information retrieval from the web. This means
local functionality, like changing phone settings is not supported. Hence,
they will not be able to manipulate local presentation tools as well.

2.2.6 NALP
“NALP” (Navigating Assistant for Large Display Presentation using Laser
Pointer) is an Human-Computer interaction technique used in large display
environments [23]. Users can draw gestures with their laser pointer, and
thus manipulate the slides or execute custom commands. They offer inte-
gration with presentation tools such as PowerPoint. A specific property of
NALP compared to other laser pointer solutions is that it solves the problems
caused by hand jitter, latency and detection errors by reducing the working
area from a large screen into a small interactive area on the side (which can
be hidden as well by gestures).
NALP is a good start for a presentation assistant, if offers slide manipulation
and basic manipulation by highlighting. However, the tool uses laser pointers
as an interface, which is quite a limitation. It is a good way to do basic navi-
gation between slides but it also offers a lot of limitations. For example, you
can not specify slide numbers, write comments on specific slides, search for
keywords on specific slides or find related presentations based on keywords.
Further, apart from highlighting and hyperlink following, slide navigation is
its only feature. A good virtual assistant should be able to open and control
external applications as well such as open web browser, audio players, video
players, adjust screen brightness and colours. Figure 2.6 shows a typical
setup of a NALP system.

2.2.7 Dynamic Duo
Dynamic Duo is an add-in for PowerPoint, which aim is to improve the
quality and experience of presentations [24]. It introduces a virtual agent as a
co-speaker during presentations. The audience has a different experience then
usual. Instead of a single presenter as in most current presentations, there will
be a dual-presentation format, where the presenter has a conversation with
a virtual agent. The creators claim that this systems improves the quality of
presentations, because it reduces the fear to present for inexperienced public
speakers and improves the audience experience. The add-in for PowerPoint
provides a dialog pane where users can prepare their conversation with the
agent, which will take place in front of the audience. See Figures 2.7 and 2.8.
The tool provides a virtual agent as company for the presenter. However,
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Figure 2.6: A typical configuration of NALP system

this agent does not support functions which an assistant would do. All
content, e.g. dialogues between presenter and agent, has to be prepared
beforehand and hence, is static. The only thing which the agent can do
is support the presenter’s prepared content. It can not do dynamic or on-
demand information retrieval.

2.2.8 Baidu Duer

Baidu is an IT company, focusing on internet applications [25]. The company
is very popular in China, it is also known as “the Chinese Google”. The Baidu
search app is installed across millions of smartphones in China. It has showed
to be better in image recognition then humans, as well as both Microsoft and
Google. The company has recently launched “Duer”, a digital assistant to
compete with Google, Apple and Microsoft. It will follow a similar path
like Google Now, including Maps and Nuomi, a group buying service. Voice
recognition is used as well. Users are able to order food, to give pet advice, to
control home devices and connect them to healthcare and others, and more.
Due to the integration in the Baidu search app, it is available across millions
of smartphones in China.
Baidu has similar limitations as other assistants. It does not support the
control of presentations and presentation tools such as slide navigation and
manipulation, and it is only available for some mobile phones.



19 CHAPTER 2. Related Work

Figure 2.7: Dynamic Duo: Presentation Preview

Figure 2.8: Dynamic Duo: PowerPoint Add-In Pane
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Figure 2.9: Interact User Interface

2.2.9 Interact

Interact is a virtual assistant which uses multimodal user input to explore
search and map results [26]. A single entry point can result in a range of
various services and information results. Users can combine speech, text, ges-
ture and touch input modalities. For example a user might ask “Restaurants
in this area”, while using the touch screen to issue geographical coordinates
which define an area. It uses dynamic maps and information displays and
calenders to summarise results. Users have the possibility to reject misun-
derstood speech recognition results. Rejected speech results are not further
processed. If the executed results are not what users expected with their
query, they can thumbs down this behaviour, which pops up a dialog with
alternatives. See Figures 2.9 and 2.10.
Unfortunately, Interact does not offer ways to control presentation tools.

2.2.10 E-commerce Applications

Intelligent agents do not only appear as installed applications on users their
phones. They also appear on websites, for instance in e-commerce applica-
tions [27]. Think about shopping agents, selling agents, marketing agents.
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Figure 2.10: Interact: Sample Interaction

Examples 8

• SitePals

– Creates speaking avatars for your website9.

• SAP

– Manager recruits potential workers by the help of a virtual assis-
tant10.

• German Ministry of Education11

– Wolfgang Schuhmacher is an virtual assistant which teaches grad-
uates how to create a business plan and found their own enterprise.
He explains the rules of market analysis and the firm management.

• Health Insurances
8http://www.chatbots.org/images/uploads/research_papers/Kuligowska_

Lasek_HCI_IntelligentAgents.pdf
9http://www.sitepal.com/

10https://www.sap.com/germany/aboutSAP/jobs
11http://jug.internet-simulation.com/

http://www.chatbots.org/images/uploads/research_papers/Kuligowska_Lasek_HCI_IntelligentAgents.pdf
http://www.chatbots.org/images/uploads/research_papers/Kuligowska_Lasek_HCI_IntelligentAgents.pdf
http://www.sitepal.com
https://www.sap.com/germany/aboutSAP/jobs
http://jug.internet-simulation.com/
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– Sara is a virtual assistant which informs visitors on a Spanish
insurance website about different types of health insurances and
other available services12.

The mentioned examples are virtual agents where each one exists in isola-
tion. Each one has its own tasks and its own information databases. There is
no general interaction interface which can choose the right underlying agent
for the user.

2.2.11 Digital Personal Coach
A digital coach to personalise a fitness training has been developed [28].
The coach is intended to be used like a real coach. It identifies strengths,
weaknesses and motivates the user. Users are free to set initial goals such as
“run 5 kilometers” or “walk 20 minutes”. The digital coach then generates
a training plan and tries to realise the goals. When the expected goals
are not achieved, the coach will try to adapt the training plan with new,
realisable goals. Such as the recommendation of different training units (e.g.
walking, running, climbing, ..) for the next day or changing of the level of
difficulty of a training plan. People can also choose a training plan of their
own. However, when they do, it occurs due to high motivation and high
expectations of themselves, people choose a training plan which is unrealistic
to fulfil. Mostly, the expectations are well fulfilled in the beginning, but
afterwards, there is a high probability of deviation from the plan. In such
cases, a personal trainer will adapt the training plan due to observations and
feedback from the user.

2.2.12 Wellness Assistant
Wellness Assistant focuses on helping elderly which prefer to remain at home
instead of to be taken care of in hospitals, mostly due to security or privacy
[29]. It uses pervasive computing technologies to help people with obesity,
high blood pressure, irregular heartbeat, or diabetes for instance. This en-
sures the interaction between humans and computers occurs in a very natural
in transparent matter. Sensors will be placed on the subject in order to col-
lect medical data. A mote, a small wearable device around the wrist, will
be used as a storage for the collected sensor data. The stored information is
passed to and displayed on a handheld device, where the subject or caretaker
can make a decision based on. Information from subjects can also be passed
to medical personnel.

12http://dkvseguros.com/

http://dkvseguros.com
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2.2.13 PANDA
PANDA (Parental Affective Natural Driving Assistant) is a virtual in-car
assistant to assist parents while they are driving and to entertain children in
social and educative manners [30]. Parents can interact with the assistant
through speech recognition and keep children entertained. This does not only
improve educational and social capabilities of children, but helps parents to
keep their focus on the road since it keeps their children mentally occupied.
They have shown that, while speech interaction is far from perfect, it is still
possible to nicely interact with the system. During an evaluation, several
interaction scenarios have been tested with children, with the help of an
researcher car. Example scenarios include interactive verbal games such as
rhyming, I spy, spelling games, trivia. Conversation starters are available
as well. This asks questions to family members of the car and encourages a
family conversation. The passengers are given control over music and movies
being played as well, in order to make the system attractive for the passengers
and not just the parents.

2.2.14 Review
Current assistants offer some great functionality when using them for basic
commands. However, there is a lack of support for sophisticated commands,
including the control of presentation tools. Mostly these commands are being
diverted to a general web search, as a type of backup.

Apple Siri and Google Now are very popular at the moment, however some
reviews show that they may need some more development. They have been
examined as not personalised enough, there is a lack of personalised inter-
action between the user and the speech recognition assistants [31]. Many of
these assistants do give a very general reply to obvious (and serious) queries
of the users [32, 33]. They do not understand some of the very obvious and
serious queries. See Table 2.1 for examples.

A Comparison The question answering ability has been tested by a
recent report across assistants from Google, Apple and Microsoft [8]. Based
on over 3000 queries, 51% has been correctly answered by Google Now, 15%
by Apple Siri and only 8% by Microsoft Cortana. The test is based on correct
answers to queries. The performance of user and context adaption has not
been evaluated by this test. This shows that Google is outperforming the
others. Though, 51% may not seem very spectacular. However, one should
consider the complexity of such assistants and keep in mind that they are
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continuously and very rapidly developing.

User Query Assistant Response
I was raped. I don’t know what that means.

If you like, I can search the web for ‘I was raped.’
I am being abused. Are you now?

Table 2.1: Examples of queries which lack personalised interactions

2.3 Conclusion
The content of presentations is mostly prepared in advance by the presen-
ter. This means all the content from the presentation is static, it cannot
be changed on the fly during presenting. In a context where the interac-
tion between the presenter and the audience is a one-way interaction, this
might be useful. However, when there is an interaction with the public, the
presenter cannot completely predict how the presentation will evolve. The
content which will be discussed in the presentation can vary, depending on
the audience. Existing add-ins are available, to overcome some of these is-
sues. However, each add-in is a standalone system. The user is required to
choose the add-in before actions can be executed.
Current virtual assistants have certain limitations. The most important lim-
itation is that almost none of them focus on the environment of presentation
tools. They do not offer the ability to control and manipulate presentations.
Some do not run on all operating systems or have other limitations such as
the the ability to launch and control external applications. At the moment,
there is need for an all-in-one virtual assistant offering control of presentation
tools and external applications in various extensible ways.
To address all above issues, we need an extensible virtual assistant with a
plug-in system which allows different actions to be triggered by a one simple
extensible interface, providing multiple modalities. The assistant should be
able to control presentation tools and a plug-in system should allow develop-
ers to create new plug-ins which allow them to control the presentation tool
of their choice.



3
Interacting with Virtual

Assistants

We have proposed a virtual assistant as a solution for the availability of
dynamic content in presentations. A virtual assistant can be operated in
many different ways. It is crucial to choose the right way, in order to achieve
high usability and user experience. In this chapter, different ways to control
the assistant are being discussed and the right way is chosen.

3.1 Speech
We discuss two types of speech: regular speech recognition and silent speech
recognition. The latter one is a new interaction technique in which real
speech (speaking out loud) is not necessary.

3.1.1 Speech Recognition
A great advantage of speech is that it provides handsfree interaction. You
do not need to be behind a computer to operate the assistant. While having
your interaction with the public, either one-way or two-way, you can issue
commands to the virtual assistant. Another advantage is that you are able
to execute any type of command. There are no constraints which limit you
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to a certain type or range of input. However, the accuracy of speech is less
than other direct input modalities, which do not require an engine to be
translated into commands. Think of a remote control for example, pressing
a button gives a direct command, with 100 % reliability that this is the
command which you wanted to transfer to your program (disregarding the
communication agent used to deliver the signals from remote control to the
program). Even then, the average typing speed on a traditional keyboard is
38 WPM (words per minute), whereas, speech input can easily reach input
rates of 196 WPM [34]. This makes speech a very efficient way of providing
input, if we would have a good way on improving the accuracy.

Components To build a voice recognition system, we need to build
three different components: a speech-to-text (STT) engine, a logic-handling
engine and a text-to-speech (TTS) engine [35]. It means that we need to be
able to listen to the user and convert his/her speech into words (commands),
do some logic with these commands and output the answer back to the
user. From this, It seems that the STT (and the logic-handling) is the most
interesting for a presentation assistant, as our output would be visual changes
in the slides rather then speech. Some freely STTs are available. Google
STT could be used in a presentation assistant environment, though it can
only transcribe a limited amount of speech per day (limitation on the API)
and it needs an active internet connection to work.

3.1.2 Silent Speech Recognition
Silent Speech Interface (SSI) is a new technology regarding speech [36]. It is
a special voice recognition method in which real speech is not necessary. It
uses the vibrations of your voice, making it possible to use speech in noisy
environments and even by just whispering. Some people could think that
speaking to a computer in front of an audience may be weird. In that case
SSI could be used, so that the audience is not even aware of the presenter
his interaction with the assistant.

Hardware

There are three types of hardware used by SSI:
• Throat microphone

– Captures speech signals from both sides of the Adam’s apple and
has been used by fighter pilots since many decades to communicate
within highly noisy environments
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Figure 3.1: Silent Speech Recognition: In-ear microphone

• In-ear microphone

– Inserted into the ear canal and has similar functions.
Comparable to a bluetooth handsfree device. Figure 3.1 illustrates
the device.

• Non-audible murmur (NAM) microphone

– Consists of a silicon conductor and a condenser microphone and
placed on the neck below ear

Example

During speaking (silently or loudly), jaw movements are made. Due to these
movements, certain parts of the ear are being pressed and released. In this
way, speaking can be tracked by ear movements.
Outer Ear Interface (OEI) is an example of a device used for SSI in research
[37]. It consists of side, inner and bottom proximity sensors. The device
is put in a humans ear and it is able to track such jaw activities, like SSI,
heart-rate measuring and food intake monitoring1.

However, we have decided not to use SSI in this thesis, due to the fact
that the hardware is not available. Also, SSI is not really required for the
virtual assistant to function. However, this can be an interesting item as an
extension or as future work.

1For a demonstration on SSI, see the following video https://www.youtube.com/
watch?v=23RxvetISac

https://www.youtube.com/watch?v=23RxvetISac
https://www.youtube.com/watch?v=23RxvetISac
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3.2 Gestures
Gestures can be great in certain scenarios in general, however we do see
a lot of disadvantages when using gestures for driving a virtual assistant.
When using gestures as input modality, we limit our input to the number
of gestures which we can express. In contrary to speech, where we can have
an unlimited set of inputs. It would not be extensive as well (you can not
have or remember more then a few gestures) and can be confusing, since
some gestures might not be easily linked to the actions they represent. For
example, how would you introduce a gesture for “Search a YouTube video
on the introduction of quantum mechanics” ?
Additionaly, a capturing device is required when using gestures. Placing such
a device requires extra time beforehand, or it might not even be possible in
certain environments. It decrease the mobility as well.

3.3 Remote Control
A remote control is quite straightforward, you map buttons on the remote
controls to commands towards the program. It is very easy to use this for
presenters, because they just have to remember which button executes which
action and press that button. However, a remote control has only a few
buttons, making the project not extensive at all. Also, the buttons can not
execute complicated actions or detailed actions. It could just open a browser
or open YouTube for example, which is not the idea of an extensive virtual
assistant. On the other hand, it would be good to have certain buttons linked
to specific actions , which the presenters happens to execute lots of times.
Like showing an introduction video of the main topic(s) of the presenter.

Kinect Kinect is a product from Microsoft which enables users to use
their body movement instead of remote controls (or other input devices) to
interact with a system [38]. It is used on Xbox as well as on windows comput-
ers. The kinect tracks the position of the user’s head and hands. With the
predefined gestures “Swipe_Left” and “Swipe_Right” the user can linearly
navigate through the slides. We conclude that the use of Microsoft Kinect
could help in creating a presentation assistant, based on gesture recognition
rather than voice-based systems. However, as voice recognition may result
into wrong text outputs, the gesture recognition may cause similar errors in
terms of wrong gesture movements. We could argue which one of the two is
better.
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3.4 Graphical User Interface
A graphical user interface gives us the freedom of using the traditional mouse
and keyboard, which probably is the fastest way for most of the users to get
actions done. You can issue queries with the help of your keyboard, or use
pre-defined graphical user widgets to manipulate slides. A slide-widget which
can be dragged, can be used for slide navigation. Other widgets could repre-
sent placing an “anchor” on a slide, which allows the presenter to easily go
back to a slide without having to remember the slide number, for instance to
answer questions from the audience. More widgets can be starting YouTube
videos, searching for images, searching the web, searching for related presen-
tations on your computer or on the web, and so on.

Typing or clicking the action you want yourself, would directly solve the
problem of voice recognition errors. You will never get any errors. However,
it does not give presenters a lot of mobility. They are required to go to the
computer and type commands, making the interaction with the public less
interesting and the presentation will probably become more boring.

3.5 Academic Findings and Conclusion
Academic Findings of Existing User Studies
Researches have held a human-centered design study to find out which

modalities are useful in presentation contexts, from a users’ perspective view
[39]. They concluded that speech and gestures are the two most meaningful
user needs related to modalities in presentation contexts. They concluded
this based on the input of users, which are researchers and graduate students,
who have suggested certain use cases in presentation contexts. They then
simulated these use cases by doing a Wizard of Oz experiment. This made
sure that artefacts caused by their imagination are cleared, and the use cases
are experienced in real life situations. Finally, it came to the conclusion
that all the suggested use cases are covered by speech and gestures as input
modalities.

Conclusion We have seen various types of input modalities which we
can use for driving the virtual assistant. Speech is a great technique because
it provides the presenter to act hands-free, there are no constraints on the
input and it has higher recognition rates then traditional keyboard input. We
have decided to use speech recognition, because of its advantages described
above. However, there are always some people who might not be comfortable
with talking to a computer in front of an audience. That’s why we have added
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another possibility, a graphical user interface/command line system. Since
the extensible character of the application, the ways to interact with the
system can be easily changed if the corresponding plug-ins are available. If
they are not, developers can implement them and easily plug them in to the
system.



4
Towards an Extensible
Presentation Assistant

The processing of queries given by users is still a big task. Most search engines
do not understand obvious relations in natural language, which humans do,
even without thinking [8, 11]. Questions from users mostly arrive within
a certain context and they depend on a lot of factors. Writing the perfect
natural language processing engine would require the creation of a Machine
Learning Artificial Intelligence.
In the scope of this thesis, we will use a simple language parser, by adapting a
framework with rules. These rules determine how a query is being processed
and translated into the right actions. Adding rules is possible at any time,
since we have an extensive framework. This allows future users to adapt the
AI according to their own needs.

4.1 Requirements

The solution of the proposed problem has to fulfil certain requirements. A
list containing these requirements is mentioned below.
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4.1.1 Dynamic Actions
In contrary to content prepared beforehand in presentations, like static videos,
pictures or text, we encourage the use of dynamic content in this thesis. We
require that content can be requested at any time during the presentation.
The user should be able to retrieve data in real time, on the fly. Pre-defined
actions can be requested for execution at any time, at any slide during pre-
senting.

4.1.2 On-Demand Content
The virtual assistant should be able to do information retrieval on-demand.
During the presentation the assistant should be able support the presen-
ter when the audience wants clarity about specifics concepts which are not
explained in the presentation.

4.1.3 Influence Presentation Navigation
With the help of the virtual assistant, we should be able to browse the slides
and content of the current running presentation at any time and any slide.
Examples are: navigating to a specific slide, jumping over a few slides or
navigating to a slide which contains specific keywords.

4.1.4 Input Modalities Should be Modular
There are various ways for the user to interact with the assistant, with the
help of input modalities. Examples are speech, keyboard input, remote con-
trol, gestures or a smart phone app. We will make certain choices regarding
the input modalities. However, we do make sure that they are modular. This
means that in any later stage, it will be very easy to implement another input
modality. As we will see in the actual architecture, there is an abstract class
Input, which models a generic input modality. For each modality, we simply
implement this class. This makes it easy to add any modalities at any later
stage.

4.1.5 Terms Should be Modular
All terms which define vocabulary and their linked actions should be in-
dependent of the core application. Third-party developers should be able
to add terms at any time, without the need of the source code of the core
application.
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4.1.6 Processing Engine Should be Independent of the
Modality

The program itself will be consisting of two main independent components.
The interaction with the assistant (listening for input) and the processing
engine. The processing engine will handle the input and execute the appro-
priate actions. Which ever input modality is currently active, we require the
processing engine to be completely programmatic independent of the input
modality. In other words, the type of modality should not influence the way
the input is handled.

4.1.7 Main Modality vs Alternative Modality
There should be one main modality and one alternative modality. The main
modality will be the one that is used by default. It should be the one which
is most usable for the user and elegant towards the public. When the user is
satisfied with the main modality the alternative modality will not be used.
In case the error-rate of the main modality is too high, or if the user is not
comfortable with this modality, an alternative is present. The alternative
modality focuses more on functionality, rather then elegance. The error-rate
should be very small, almost negligible, compared to the main modality.
However, this may lack elengance (see Section 4.2.1 for more information).

4.2 The Assistant Framework

4.2.1 Design Decisions
4.2.1.1 Main Modality

The main modality should be usable and elegant. The user should be com-
fortable wearing the device and still interacting with the public. The public
should still be as entertained by the presenter as they would without the
presence of the assistant, or even more, because of the advantages provided
by the assistant. Speech realizes these needs. Let us see its advantages.
First, speech is hands-free. You can keep walking while you present and
still control the assistant. You do not have to sit in front of a computer
and start typing, which gives a poor experience towards the public. You
can issue commands in between your conversations with the public. Second,
there are no limitations on the input. You are not limited to the number
of buttons on a remote control, for example. Any type of command can be
executed. Third, the word production rate of keyboard input is 38 WPM,
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compared to keyboard input, which is 196 WPM, about 5 times larger [34].
Finally, researchers have conducted a user study by means of a Wizard of Oz
experiment, which has led to the conclusion that speech is one of the most
meaningful user needs in presentation contexts.

4.2.1.2 Alternative Modality

The alternative modality is used in case the main modality generates too
much errors. It should not be the most usable or elegant, but most func-
tional (error-resistant) instead, as noted in the requirements section. We
have chosen for keyboard input. It is reliable, what you type is what you
get, the chance or errors is very small. And in the same way as speech, there
are no limitations on the input.

4.2.2 Natural Language Processing Engines
During our research, we have spent some time on finding state of the art
query analysing engines, also known as natural language processing engines,
which can translate natural language into computer-recognised variables and
actions.

Most engines online available, work with recognition of keywords in sen-
tences and categorise these keywords. Other parts of the sentence are ignored.
For example, examining the sentence “Show me a YouTube video of two ar-
tificial intelligences talking.”, will result into three keywords: video, talking
and intelligence. Although for the purpose which we want to achieve, there
are many other parts of this sentence which are important: two, YouTube,
artificial. We need to know which video player to use (YouTube) and with
which arguments (two artificial intelligences talking). Above example is de-
ducted from Google Cloud Natural Language API1.
Another engine online available is API.AI2. It consists of a similar concept
as the Google Cloud Natural Language API. However, API.AI does require
a setup where as the Natural Language API does not. Intents, entities, key-
words, example sentences and more are used to set up a personalised Natural
Language API recogniser. We have defined our own setup and tried it out.
Unfortunately, the same problem occurred as did with the Natural Language
API. The most important information needed for this application, was ig-
nored.

1https://cloud.google.com/natural-language/
2https://api.ai/

https://cloud.google.com/natural-language/
https://api.ai/
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Figure 4.1: Extensible Virtual Assistant Architecture

Because of the limitations of the current available natural language pro-
cessing engines, we have decided to create our own language parser prototype
engine.

4.3 Architecture
This section contains a summary of the application functionality and archi-
tecture. Before starting the application, users define the vocabulary they
wants to use, with the help of Terms. Afterwards, they link specific Ac-
tions to these Terms. Finally, they specify which modalities they want to
use to interact with the Core Logic of the application. Terms, Actions and
the Interaction Interface are extensible components, they can be imple-
mented by means of plug-in systems. An illustration of the architecture is
shown in Figure 4.1.

4.3.1 Modalities and Interaction Interface
In order to control the application, the user needs to interact with the core
application. The Interaction Interface allows the user to choose its interaction
methods. There are two interaction methods which the user can utilise, a
main and an alternative method, as stated in the requirements section. The
interaction interface is extensible, both its main and alternative methods are
based on a plug-in system, as per our requirements.
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4.3.2 Terms and Actions
Terms are components which define the vocabulary of the application. They
link vocabulary to specific Actions. They are extensible components, as per
our requirements. A term consists of main keywords and extra keywords.
Main keywords are keywords which uniquely identify the action to be exe-
cuted. Extra keywords are keywords which are related to the Actions, but
which do not uniquely define the action. When main keywords are detected
in a sentence, the appropriate linked Action(s) will be executed. If extra
keywords are detected in a sentence, without a main keyword, no Actions
will be executed, since there is no unique mapping between extra keywords
and Actions. Extra keywords act as redundancy for main keywords, and are
used as a filter. They allow us to divide keywords from arguments. Argu-
ments are used to give information to the executed Action(s). Since Action
components are extensible components, they can contain dynamic actions,
as per our requirements.

4.3.3 Trigger
In order to use certain modalities, you need to tell the system when to start
listening for input and when to stop. Good examples are speech and gestures.
The system can not know by itself when to start and when to stop listening
to speech and gestures, since during a presentation you are speaking and
moving your hands anyway. We clearly need a way to tell the system when
the input which is given by the user actually needs to be processed. We
have chosen to use a key listener which waits for a specific button to be
pressed on the keyboard. As long as this button is pressed, the application is
capturing the input. When it is released, the capturing stops and the Input
is given for analysis and execution of appropriate actions. Even though
we have used a key listener which can capture all different key events of a
keyboard, we encourage the user to use buttons of a remote control instead.
Most presenters anyway use a pointer to navigate through the slides. Unused
buttons on this pointer could be used as input capturing buttons.

4.3.4 Core Logic
At first, users issue queries by help of an Input Interface which loads the
preferred modalities at startup. This interface could for example provide
Speech input. Afterwards, a translator converts the input file format (e.g. a
voice file) into text format (e.g. natural language format). Since the pro-
cessing engine always receives natural language as an input, the processing
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engine is independent of the chosen modality, as per our requirements. Next,
the natural language sentence gets processed. The sentence is being searched
for keywords or combinations or keywords defined in Terms. All information
appearing before the keywords is ignored. Information appearing after the
keywords is being filtered. This means common words are left out, e.g. “Show
me a YouTube video of two artificial intelligences talking.” has arguments
“of two artificial intelligences talking.”, but the word “of” is taken out in
the filtering process, since it is unwanted as part of the arguments. The re-
maining part is used as arguments. Since each action is an on-the-fly action,
our system meets the on-demand requirement. A diagram of the concept is
shown in Figure 4.1.

4.3.5 Plug-In System
We have explained the core architecture of the virtual assistant application.
We have shown how Term objects and their linked Actions are used to recog-
nise specific word combinations in natural language. The extensible character
of the application makes it possible for future developers to extend this ap-
plication, by creating custom implementations. However, even though the
extensive character of the application is present, it seems that it is currently
required for future developers to obtain the full source code of the applica-
tion. There are many reasons why this is not recommended. For example,
you might not want to give your source code to any external developer, but
you do want to give the opportunity to other developers to expand your
application. This only creates more benefits for the users. Another reason
for instance is you do not want external developers to alter the core of your
application, because it could make the application to malfunction. In order
to overcome above mentioned problems, we have created a plug-in system
for Terms, Actions and Modalities.
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5
Implementation

5.1 The Extensible Assistant
An overview of the implementation is shown in Figure 5.1 and 5.2. For a
detailed version, please refer to Figure B.1 in the appendix. The top contains
the vocabulary, the bottom contains the structure of the application. The
core idea of the application is as follows. An input device will generate a
query. This query will be translated into actions. The appropriate actions
will then be executed. We have used Java for the entire application.

5.1.1 Vocabulary
The vocabulary contains Terms, SimpleTerms, an Action interface and a
Browser class.

5.1.1.1 Term

A Term is one of the most important components in the application. It de-
fines how specific words and word combinations are mapped to the execution
of appropriate actions. A Term consists of a sequence of main keywords, a
sequence of extra keywords, a sequence of SimpleTerms, an instance to an
Action and a method create().
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Figure 5.1: Implemented Architecture

Figure 5.2: Vocabulary
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Upon creation, the create() method is called. For each main keyword,
it creates a new SimpleTerm object, and calls the combine() function of
that object. All the SimpleTerms are stored in simpleTerms, a sequence
of the generated SimpleTerms. A Term can be created with arguments
main keywords, extra keywords and an implementation of an Action. An
Action defines what sequence of code should be executed when a Term is
detected in a query. A Term can be easily added by developers, without fur-
ther knowledge of the architecture of the program. Even pieces of code which
execute actions can be added, as well without any architecture knowlegde. A
Term is the only component where a developer will be confronted with when
adding vocabulary and actions. An illustration is shown in Figure 5.3.

Figure 5.3: Term

Example Consider the Term “YouTube Video”, where its action is to
open a browser to a specific YouTube video. The sequence of main keywords
is reduced to a single main keyword [youtube]. A sequence of possible extra
keywords is [video, movie, song, music]. Whether or not to add words to the
list of main keywords is a personal choice. In this case only when "youtube"
is in the query, the action(s) will be executed. Suppose video is detected in
the query, without any further main keyword, the action you want to achieve
could also be to open VLC (VideoLan) player, QuickTime player or Windows
Media Player, for example, instead of opening YouTube. However, in the case
you want to open YouTube when “video” is the only detected keyword in the
query, you have to add “video” to the sequence of main keywords instead of
the sequence of extra keywords.

5.1.1.2 SimpleTerm

A SimpleTerm is added to make the programming easier, and give it more
structure. It essentially is the same as a Term, with the difference that it
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contains only one main keyword instead of a sequence of main keywords.
It contains a function combine(), which makes all possible combinations of
the main keyword and the sequence of extra keywords. A SimpleTerm also
contains a reference parentTerm, to its parent Term and a static sequence of
all the main keywords. An illustration is shown in Figure 5.4.

Figure 5.4: SimpleTerm

Example Consider the Term in the Example paragraph of Section 5.1.1.1.
It contains main keyword [youtube] and extra keywords [video, movie, song, music].
In this case, the combinations which we have are [youtube, youtube video,
video youtube, youtube movie, movie youtube, youtube song, song youtube,
youtube music, music youtube]. All these combinations are stored in the
sequence mergedTermsList of the SimpleTerm. When one of these combina-
tions are detected in a query, the appropriate actions are being executed.

5.1.1.3 Action

Action is an interface, which contains one method, onAction(). This method
is supposed to be implemented when defining a Term. This callback function
will be executed when its Term is being detected in a query. An illustration
is shown in Figure 5.5.

Figure 5.5: Action Interface
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5.1.1.4 Browser

Browser is a class which contains various methods related to opening browsers,
doing text or picture searches on the internet and opening YouTube videos.
These methods can be easily used while implementing an Action callback in
a Term. An illustration is shown in Figure 5.6.

Figure 5.6: Browser

5.1.2 Application Structure
The application contains a continuously running loop which captures the
input, scans for terms and executes the appropriate actions. The application
contains the Input class, Translator class, Query class and Executor class.

5.1.2.1 Input

Input is an abstract class which is implemented by different input modalities.
Different input modalities can be available. Since the extensible character
of the class, it is possible to add any input modalities later on, or by other
developers. The Input class generates a generic signal, depending on the
implementation of the input device. In case of speech, this could be voice
files like mp3, wav, m4a, .. . In case of a remote control or a smartphone
app, this would be button codes and in case of keyboard input it would just
be plain (readable) text. It contains an instance of a String type, which
specifies the type of input device used. When the core application loads
the input devices, the type is shown as a confirmation for the user. An
illustration is shown in Figure 5.7.

5.1.2.2 Translator

The Translator class takes as input an implementation of the Input class.
The generic signal generated by the input is used by a translator method,
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Figure 5.7: Input

translate(), which transforms this signal into readable, natural language
(plain text). An illustration is shown in Figure 5.8.

Figure 5.8: Translator

5.1.2.3 Query

The Query class takes plain text as an input and examines this as a sentence.
It extracts main keywords, extra keywords, filters out excessive words, ex-
tracts arguments and finally detects terms. The examine() method is re-
sponsible for detecting Terms in the query. The input sentence is being
split into words. Each word is being compared to a static sequence of main
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keywords and matches are being created if found. For each match, stored
combinations of main keywords and extra keywords are being searched for.
For each second match, excessive words are being filtered out, arguments are
being extracted and finally a Term is identified. In the last stage, a mapping
to the pre-defined terms, created at the beginning of the application, is made.
Each Term, together with its arguments, is stored in a TermSet object. An
illustration is shown in Figure 5.9.

Example

"Show me a YouTube video on the introduction to quantum mechanics".

Main Keyword
Extra Keyword
Excessive Words
Arguments

The sentence is being scanned for combinations of main and extra key-
words from beginning till end. When the main and extra keywords are found,
the part before it is ignored. Excessive words are being filtered out from the
part after the main and extra keywords. The remaining parts are the final
arguments. Due to the use of our own language parser, we are sure that
all important arguments are being considered, since only standard excessive
words are being filtered out. Alternative Natural Language Processing En-
gines discussed in Section 4.2.2, examine the argument as a sentence and
extract keywords from it. By using this method, we risk that important
words from are left out of arguments. Our method only leaves out excessive
words, which guarantees us that no important words will be lost.

5.1.2.4 Executor

An Executor takes a TermSet object as input, contains the matched Term
and extracted arguments. The execute() function calls the onAction()
method defined in an implementation of the interface Action in the Term
defined at the creation of the application. The onAction() method is called
with the extracted arguments in the TermSet object. An illustration is shown
in Figure 5.10.
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Figure 5.9: Query

5.1.3 Trigger
We have chosen to use a system wide key listener, with help of the jnative-
hook1 libary, which listens for key events. When a key is pressed, the input
is being captured until the key is released. Afterwards, the input gets ex-
amined and appropriate actions are executed. The system works with key
codes. The standard key code is 0, but it can be adapted by the users
as they wish. In order to choose your own keycode, navigate to the file
conf/remote_control_code.cnf in the root folder of the application. Open
the file with a text editor and write the preferred key code on the second line.
Leave the value of the first line to “code”. For example, Escape corresponds
to key code 1, 1 corresponds to key code 2.

5.2 Plug-In System
Our application has an extensible architecture which allows the creation of
plug-ins for Actions, triggered by Terms, and offers a common interface

1https://github.com/kwhat/jnativehook

https://github.com/kwhat/jnativehook
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Figure 5.10: Executor

controllable by multiple modalities. We have used ideas and parts of code
from stackoverflow2. A JAR plug-in is a separate project where an interface
or abstract class from the core of the program is implemented. This gives
freedom to any external developers. They only need to have the structure
of the interface or abstract class and a custom implementation of it. This
project should then be compiled in a JAR format, and the JAR file should
be put into a specific directory of the application. The core application will
scan these directories and plug-in the custom implementations at run time.
The libraries of all the plug-ins should be in the “lib” directory.

5.2.1 Input Modalities
A custom modality can be developed by creating a custom implementa-
tion of the abstract class Input and the interface Translator. Input will
capture the input of the customized modality, where as Translator will
translate the input into natural language. The implementation of the In-
put class, together with the abstract class Input, need to be in a project
within the package com.vub.input. An implemented version of the interface
Translator, together with the interface itself need to be within the package
com.vub.translator. The Input and Translator sketches are shown re-
spectively in Listing C.1 and C.2. In order for the core program to recognize
the implemented classes, we need to specify which files are the implemented
versions of the abstract classes and/or interfaces. For each implementation, a

2http://stackoverflow.com/questions/16102010/dynamically-loading-
plugin-jars-using-serviceloader

http://stackoverflow.com/questions/16102010/dynamically-loading-plugin-jars-using-serviceloader
http://stackoverflow.com/questions/16102010/dynamically-loading-plugin-jars-using-serviceloader
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file need to be created inside the directory /META-INF/services/. The name
of the file should be the class of interface which is being extended and the con-
tent of the file should be the name of the custom implementation of the inter-
face or abstract class (inclusive the package names). In this case, we need to
create two files: com.vub.input.Input and com.vub.translator.Translator.
These files should contain respectively com.vub.input.CustomInput and
com.vub.translator.CustomTranslator as content. At runtime, the appli-
cation scans for 2 JAR files, corresponding to the main and alternative modal-
itity, respectively in folders /modalities/main and /modalities/alternative.

5.2.1.1 Classes

Input

In order to specify a custom implementation of a modality, we need to create
a new class which extends the abstract class Input. There are two methods
which need to be implemented: create() and getInput().
In create() you should specify the type of modality you are implementing as
the string type (e.g. gestures or speech). When running the core application
this string will be shown to confirm. It will tell the user about which modality
which will be used. You should also specify the boolean triggerRequired.
This specifies whether or not the Trigger system explained on the Archi-
tecture section should be used. This is especially useful for modalities like
speech and gestures, but unnecessary for modalities like text. In the latter
case, the modality will just wait for text input instead of start and stop trig-
ger events. By default the boolean is set to true. So in theory, you only need
to specify it when it is false (e.g. you do not want trigger events).
In getInput() the input modality should get input the actual input from the
user and save it in a customized format. Speech, for example can be saved
in a .wav of .mp3 file. Text can be simply saved in a string. Gestures could
be saved in an array of coordinates. The method returns a general object in
which the input data is stored. This means the return type can be chosen
by the developers. They will anyway handle this type by their own in the
Translator.

If implementations use the trigger functionality, the getInput() method
gets called when the capturing starts (e.g. when the trigger is activated).
The developer can make use of the variable stopTriggerListener to know
when the user wants the capturing to stop. This variable is defined in
the abstract Input class. In case when the input should stop capturing,
stopTriggerListener.notify() gets called by the core application. The
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developer is responsible to make use of this in the getInput() function. A
logical implementation would be to use multi threading and call
stopTriggerListener.wait(). This will block the current thread until the
user wants the capturing to stop. Any lines of code after this wait will be
executed when the capturing stops. This uses the notion of wait,notify3 in
java.

Translator

A second class, which implements the interface Translator needs to be cre-
ated. An instance of Translator converts captured input, saved in a format
specified by the developer, into natural language. In case of speech this could
be a speech recognition engine. In the implementation of Translator, only
one method needs to be implemented: translate(Input input).
In this method the developer is required to call input.getInput() and trans-
late the customised format into natural language by some type of engine.

5.2.1.2 Implemented Modality Plug-Ins

The modality plug-ins implemented in this thesis are specified below. One
main (Speech) and one alternative modality (Text) has been implemented.
The core processing engine takes natural language as an input. Each modal-
ity plug-in has its own method of converting a specific input signal into
a natural language sentence. Speech will be working with a microphone,
whereas Text works simply with keyboard input. Afterwards, the natural
language sentence will be processed by the Query class, which will detect
main and extra keywords, filter out excessive terms and produce arguments.

Speech

Input.getInput(): this method captures speech and saves it into a .wav file,
using the class capture.Microphone4. The return type of the getInput()
method is a string, containing the file name of the captured speech se-
quence. Translator.translate(): calls the getInput method to capture
the speech, and uses Google Speech API5 to convert speech into natural
language. See Section 5.4 for more information.

3http://www.programcreek.com/2009/02/notify-and-wait-example/
4http://peter.kingofcoders.com/?p=1190
5https://cloud.google.com/speech/

http://www.programcreek.com/2009/02/notify-and-wait-example/
http://peter.kingofcoders.com/?p=1190
https://cloud.google.com/speech/


Plug-In System 50

Figure 5.11: Screenshot of Processing Engine using Speech

Text

Since no special capturing or translation is necessary in the case of Text,
it is an easy implementable modality. The getInput() method captures
standard Java System.in console input from the keyboard and returns a
string with the captured text. The Translator translate() method sim-
ply returns what it gets.

5.2.2 Terms
As explained in the architecture, Terms are constructs which link vocabulary
to actions. As each Term has the ability to implement a custom action, it
is wise to give them an extensive character as well. The way how terms are
loaded is slightly different from the way how modalities are loaded.
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Figure 5.12: Screenshot of Processing Engine using Text
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5.2.2.1 Classes

An interface TermLoader has been designed to be able to load terms from
plug-in JAR files. The skeleton code is shown in C.3. A custom class needs
to be designed which implements TermLoader.
Three methods need to be implemented: getMainKeywords(), getExtraKeywords()
and onAction(args,extraKeywords). The first two methods return a row
of strings which contain respectively main and extra keywords. The last
method defines the Action which should be taken when a combination of
main and extra keywords are detected in a Query. We have written a helper
class Browser (see Listing C.4), which is useful for actions making use of the
web.

The core application scans the directory “terms” for plug-in JAR files which
represent Terms. Each JAR file has a custom implementation of the TermLoader
class. For each such file, the core application creates a new Term and calls
the create() method of the Term class, which adds it to a global list of all
Terms. This list is used for query analysis.

5.2.2.2 Implemented Action Plug-Ins

Below is a list of the implemented plug-ins. For more explanation, see Chap-
ter 6. The “Slide Plug-In” is explained in detail in Section 5.3.

YouTube Plug-In
A plug-in which opens a YouTube web browser with extracted arguments
when the corresponding terms are detected. When using any of the keywords:
[youtube,song,music,tone,melody,video,movie]; a browser will open with url
"https://www.youtube.com/results?search_query=args&playnext=1", in
which args is replaced by the filtered arguments.

Picture Plug-In
A plug-in which opens Google picture search with extracted arguments when
the corresponding terms are detected. When using any of the keywords: [pic-
ture,photo]; a browser will open with url "https://www.google.be/?gws_
rd=ssl#q="+args, in which args is replaced by the filtered arguments.

Search Plug-In
A plug-in which opens Google internet search with extracted arguments
when the corresponding Terms are detected. When using any of the key-
words: [google,search]; a browser will open with url "https://www.google.

"https://www.youtube.com/results?search_query=args&playnext=1"
"https://www.google.be/?gws_rd=ssl#q="+args
"https://www.google.be/?gws_rd=ssl#q="+args
"https://www.google.be/?gws_rd=ssl#q="+args
"https://www.google.be/?gws_rd=ssl#q="+args
"https://www.google.be/?gws_rd=ssl#q="+args
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be/?gws_rd=ssl#q="+args, in which args is replaced by the filtered argu-
ments.

Maps Plug-In
A plug-in which opens Google Maps with extracted arguments when the
corresponding Terms are detected. When using the keyword: [maps]; a
browser will open with url "https://www.google.be/maps/search/"+args,
in which args is replaced by the filtered arguments. A map of the place con-
tained in the arguments will be shown.

Directions Plug-In
Open Google Maps with directions from a particular place to another place,
contained in the arguments. The places are seperated by the keyword “to”.
Use the keyword: [directions]. This use case is especially useful for guest
lecturers. These are presenters who change their location frequently. This
add-on would show the directions of the current location to the main office
of the presenter, with the help of Google Maps. Most guest lecturers in-
troduce themselves and the location of their work at the beginning of their
presentation. Instead of manually entering addresses in Google Maps and
copy-pasting the resulting images in the presentation, this add-on would do
the calculation for you. An illustration is shown in Figure 5.13.

Figure 5.13: Directions

Weather Plug-In
Open a browser showing the weather on a particular place, contained in the
arguments. Use the keyword: [weather].

"https://www.google.be/?gws_rd=ssl#q="+args
"https://www.google.be/?gws_rd=ssl#q="+args
"https://www.google.be/?gws_rd=ssl#q="+args
"https://www.google.be/maps/search/"+args
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Browser Plug-In
Open a web browser with a specific website. Use any of the keywords:
[web,website,browser,webpage,page,site]. The url is detected by scanning
the arguments for “http://” or “www”.

5.3 Implementation in PowerPoint
A virtual assistant for a presentation tool should not only be able to con-
trol external applications, such as web browsers or video players, but the
running presentation tool as well. We have implemented a plug-in which is
able to influence the presentation navigation, as per our requirements. The
plug-in interacts with PowerPoint when the defined vocabulary in the terms
is detected. Users can go to the first, last, next, previous slides and also
to specific slide numbers. This section describes how the virtual assistant
communicates with the PowerPoint presentation tool.

5.3.1 Office JavaScript API
In order to get access to PowerPoint features such as slide navigation, we
need a way to interact with our core application written in Java. We have
considered the use of Jawin, used in PaperPoint [40]. PaperPoint is an ap-
plication which is able to control PowerPoint from specific digital inputs.
Recent technologies have made it possible to make paper a digital platform
to interact with, by using a special digital pen. Often, people use handouts
while creating, preparing or taking notes during presentations. PaperPoint
made it possible to control what the audience sees on the presentation screen
from printed handouts. Not only navigation can be done, annotations can be
made as well from paper. These technologies have been designed since paper
is a more preferred technology in comparison to a digital portable device be-
cause of its light weight, thinness, price and easy viewing perspective. This
paper is interesting to us because of its solid interaction with PowerPoint,
e.g. slide manipulation and drawing. It is based on Jawin [41], a mechanism
to manipulate DDL files in Java. We have investigated the use of Jawin
to control PowerPoint. Jawin is a Java library which allows us the control
PowerPoint through the remote manipulation of DDL files. However, such
methods were used in an earlier stage of time. Recent developments allow
us to interact with PowerPoint through APIs created by Microsoft itself. We
have searched for such APIs, but unfortunately Microsoft does not offer an
interface to control their Office applications in Java. They do however offer
those interfaces in different languages. We have used the Office JavaScript
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API6.

5.3.2 Architecture
Writing an add-in for PowerPoint, by using the Office JavaScript API, con-
sists of writing 2 types of files, in different languages. One contains meta-
information and the other one contains the actual add-in.

The manifest7 is an XML file, which contains information about the struc-
ture of the add-in, for example GUI components of the add-in which appear
in the Office application. It also contains a unique identification of the add-in,
a description, dimensions, permissions which allow the add-in to read and
write to the document and more. Manifest files contain meta-information
about the add-in, they do not contain the actual content of the add-in, but
they do contain the location of the content source file. We have modified
an existing example “ImageSample, Office Add-in Commands Samples”8 of
a manifest file and made it compliant with our application. After having de-
fined your manifest file, you have to validate it with help of the Office add-in
validator9.

The second file contains the actual content and program of the add-in.
It is written in HTML and JavaScript. This HTML file has the ability to
interact with PowerPoint. The Office JavaScript API provides a script which
offers the possibility to interact with features which PowerPoint offers. By
including the script10 and using the API documentation11, we could suc-
cessfully implement PowerPoint slide navigation. For more details about
sideloading the assistant add-in in PowerPoint, please see Section A.1 of the
Appendix.

The manifest file which we use simply displays a window, containing a
browser which shows the html page, contained in the second file.

5.3.3 Interaction with Java
Since our original core application is written in Java, we need a way to com-
municate with JavaScript. We do this by the help of WebSockets. This
means the JavaScript file does not only contain code which interacts with

6https://dev.office.com/docs/add-ins/develop/understanding-the-
javascript-api-for-office

7https://dev.office.com/docs/add-ins/overview/add-in-manifests
8https://dev.office.com/code-samples#?filters=powerpoint
9https://github.com/OfficeDev/office-addin-validator

10https://appsforoffice.microsoft.com/lib/1/hosted/Office.js
11https://dev.office.com/reference/add-ins/shared/document.gotobyidasync

https://dev.office.com/docs/add-ins/develop/understanding-the-javascript-api-for-office
https://dev.office.com/docs/add-ins/develop/understanding-the-javascript-api-for-office
https://dev.office.com/docs/add-ins/overview/add-in-manifests
https://dev.office.com/code-samples##?filters=powerpoint
https://github.com/OfficeDev/office-addin-validator
https://appsforoffice.microsoft.com/lib/1/hosted/Office.js
https://dev.office.com/reference/add-ins/shared/document.gotobyidasync
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PowerPoint, but it also contains code which communicates with the original
Java program.
While the PowerPoint plugin serves as a socket client, the core application
consists of a WebSocket server based on Jetty12, which communicates with
the JavaScript PowerPoint add-in. The core application waits for incom-
ing connections and establishes a socket connection when the PowerPoint
JavaScript plugin issues a socket connection request. Because of timeout is-
sues, the socket connection is closed after 5 minutes. In the client we simply
restart a request to the socket server when the connection is closed. This
makes sure that there is a continuous connection between client and server.
The socket connection runs on port 8443.
All events and actions occur in the core application. When events actions
contain functions to be used in PowerPoint, they are executed by the Slide-
Plugin, which couples simply sends messages to the PowerPoint plugin. The
plugin then makes use of the underlying Office JavaScript API to issue slide
navigation and other functions. In the implementation of the WebSocket
server in Java, we have used and modified sample code13 available on the
web.

Problems and Fixes

• It took a lot of effort and time to find the right structure of manifest file.
In all first attempts, the add-in simply did not show up in PowerPoint.
By looking for the right example and modifying it, we could fix this.

• At first, we have used a regular HTTP URL to locate our HTML file
in the manifest file. Apparently, Office add-ins only seem to allow SSL
communication. We installed and used the HTTPS protocol on our
server and this solved the problem.

• The same problem appeared with the web socket communication. At
first, we used “ws://localhost:8443” to connect to the socket server.
Nothing happened and no errors were generated as well. After some
speculations, we have converted the client code by using a secure socket
connection “wss://localhost:8443”.

• More complications occurred on the socket server, since its code was
not designed for SSL usage. Not only the code had to be re-adjusted to

12http://www.eclipse.org/jetty/
13https://jansipke.nl/websocket-tutorial-with-java-server-jetty-and-

javascript-client/
http://amilamanoj.blogspot.be/2013/06/secure-websockets-with-jetty.html

http://www.eclipse.org/jetty/
https://jansipke.nl/websocket-tutorial-with-java-server-jetty-and-javascript-client/
https://jansipke.nl/websocket-tutorial-with-java-server-jetty-and-javascript-client/
http://amilamanoj.blogspot.be/2013/06/secure-websockets-with-jetty.html
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make it SSL compliant, but a self-signed certificate had to be created
by the help of a keystore.

• Above issues result in the following:
When using a non-online version of PowerPoint, your computer has to
trust the self-signed certificate manually, otherwise the add-in would
not work.
When using PowerPoint online, your browser has to trust localhost
certificates. This is an option which can be enabled in Google Chrome14

5.3.4 Usage
Follow these steps:

1. Start the virtual assistant and make sure the slide plug is loaded.

2. Start PowerPoint, go to Insert ->Add-Ins and load the plugin.

3. Click “Start Assistant” in the browser window and wait till you receive
a confirmation Message.

4. The Virtual Assistant can now control PowerPoint applications. Issue
commands to try it out.

5.4 Libraries
Google Speech API

Google Speech API15 converts captured speech into natural language by the
help of an online API. In order to use the Speech API, the user has to obtain
a registration key (in JSON format) from Google and specify an environ-
ment variable GOOGLE_APPLICATION_CREDENTIALS to the file location of the
registration key.

JNativeHook
JNativeHook16 is a library which is used to capture key events. This is
required in order to link buttons from a remote control to our application.
These trigger when to start and stop capturing from the input modality.
Accessibility permissions from the operating system are required to function
properly.

14Go to chrome://flags/#allow-insecure-localhost and enable “Allow invalid cer-
tificates for resources loaded from localhost.”

15https://cloud.google.com/speech/
16https://github.com/kwhat/jnativehook

chrome://flags/##allow-insecure-localhost
https://cloud.google.com/speech/
https://github.com/kwhat/jnativehook
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Office JavaScript API An API17 for Microsoft Office which is able to
control built-in features and functionalities of PowerPoint. This API is used
in the created add-in JavaScript file for PowerPoint.

Jetty Jetty18 is a library for Java which supports WebSocket clients
and servers.

5.5 Usage
In order to run the core application with attached plug-ins, please refer to
Section A.2 of the Appendix.

17https://dev.office.com/reference/add-ins/javascript-api-for-office
18http://www.eclipse.org/jetty/

https://dev.office.com/reference/add-ins/javascript-api-for-office
http://www.eclipse.org/jetty/


6
Use Cases

This chapter shows some of the possibilities (use cases, plug-ins) which can
be realised with the help of a virtual assistant, to gain more insight in how
much easier it is to use it during a presentation. Especially in scenarios where
there is a high interaction with the public, the flow of the presentation might
change, which results in dwelling. Some unexpected, unforeseen questions,
remarks or suggestions might rise from the public, which demands dynamic
interaction in presentations. We show implemented plug-ins and possibilities
for the future.

6.1 Implemented Action Plug-Ins
This section contains a list of the implemented action plug-ins.

6.1.1 YouTube
If the presenter wants to show a video or audio fragment to the audience,
which is not part of the prepared presentation, he can query the assistant to
open a browser and show the corresponding media. Use any of the keywords:
[youtube,song,music,tone,melody,video,movie]. An illustration is shown in
Figure 6.1.
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Figure 6.1: Youtube

6.1.2 Slide Navigation

Control the slides of your presentation. When using any of the keywords:
[slide,page]; in combination with [next,previous,last,first]; (or any slide num-
ber) slide navigation can be achieved. Users can navigate to the first, last,
previous or next slide and specific slides by slide number as well.

6.1.3 Picture Plug-In

Search for pictures on the web. Use any of the keywords: [picture,photo].

6.1.4 Search Plug-In

Search the web for anything, with Google search as engine. Use any of the
keywords: [google,search].
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6.1.5 Maps Plug-In

View and browse a map of a particular place, based on Google Maps. Use
the keyword: [maps]; to show a map of the place contained in the arguments.

6.1.6 Directions Plug-In

View and browse Google Maps containing directions from one place to an-
other. The places are seperated by the keyword “to”. Use the keyword:
[directions].

6.1.7 Weather Plug-In

A plug-in which opens a browser showing the weather on a particular place,
contained in the arguments. Use the keyword: [weather].

6.1.8 Browser Plug-In

A plug-in which opens a web browser with the extracted website. Use any of
the keywords: [web,website,browser,webpage,page,site]. The url is detected
by scanning the arguments for “http://” or “www”.

6.2 Writing Plug-Ins
Section 5.2 shows how the plug-in system works and how to create plug-ins.
This section will show developers how to create plug-ins for each type and
how to use them, with the help of an example.

6.2.1 Writing Modality Plug-Ins
We will describe the process on how to implement a input modality using
speech.
The creation of a modality plug-in consists of two parts, the implementation
of the Input abstract class and implementing the Translator interface.

We start the first part by creating a new Java project with package name
com.vub. We create an abstract class Input, with contents as shown in List-
ing C.1. In order to create our plug-in, we need to implement the methods
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of this abstract class. We create a new class, let’s say SpeechInput, which
will implement the methods create() and getInput(). Make sure that
Input and SpeechInput both are contained in the package com.vub.input.
Our next step consists of telling the compiler that our class SpeechInput
is an implemented version of the abstract class Input. For this, a new file
needs to be created inside the directory /META-INF/services/ with name
com.vub.input.Input and with contents com.vub.input.SpeechInput. You
might have noticed that these are indeed the corresponding package and class
names of the files we have just created. Now that we have created all the
necessary links, let’s start implementing. The implementation will take place
in the SpeechInput class, the abstract class has to remain untouched.
The first method create(), simply is called upon instantiation. We have
to set the type of the modality (declared in the abstract class Input) in
string format. This will be shown in the console of the core application upon
startup. Next, we have to determine whether our modality makes use of trig-
gers or does not. A trigger allows us to start and stop the capture of input
events by pressing and holding keys on a keyboard or a remote control. In
the case of speech, it would be useful to start and stop the capture with the
help of a remote control. Triggers are already implemented in the core appli-
cation, the only thing we have to do is set the boolean triggerRequired to
true (Note: by default triggerRequired is already set to true). Further, it
is up to the developpers to instantiate more variables here or do some other
stuff at startup.

pub l i c c l a s s SpeechInput extends Input {

pub l i c s t a t i c S t r ing r e c o rdF i l e = " . / r e s ou r c e s / record . wav" ;

pub l i c void c r e a t e ( ) {
t h i s . type = "SPEECH" ;
t h i s . t r i gg e rRequ i r ed = true ;

}

pub l i c S t r ing getInput ( ) {

new Thread ( ) {
pub l i c void run ( ) {

synchron ized ( s t opTr i gg e rL i s t en e r ) {
t ry {

s t opTr i gg e rL i s t en e r . wait ( ) ;
Microphone . stopRecord ( ) ;

} catch ( Inter ruptedExcept ion e ) {
e . pr intStackTrace ( ) ;

}
}

}
} . s t a r t ( ) ;

Microphone . s tar tRecord ( ) ;
r e turn SpeechInput . r e c o r dF i l e ;
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}
}

Listing 6.1: Writing Plug-Ins: Speech Modality Input Class

The second method getInput(), will capture input from the modality
which we are using and store it in any format of the developpers their choice.
Afterwards, they will be the only ones who are dealing with this specific
format. The return type of this method is an object which is supposed to
be a reference to the capture result. In this example, we have written code
which (1) captures the voice of the built-in microphone and (2) stores the
voice into a WAV audio file format. As mentioned before, we are using
triggers in this example. The method getInput() will execute when the
trigger is started (i.e. when the button on the remote control is pressed).
In order to check when the button is released, we use the wait/notify
notion of Java. The object stopTriggerListener will be notified when
the button is released, so all we have to do is wait for it to be notified:
stopTriggerListener.wait();. All the code after this line will be executed
when the trigger button is released. To summarize, the first line in the
getInput() method is to start voice capturing. In another thread, we wait
for the trigger button to be released and stop voice capturing. The voice
fragment will then be saved in a WAV file. As output format, we return a
string to the path of the recorded voice file. See Listing 6.1 for the code.

In the first part, we have implemented capturing and saving of input
signals. The second part consists of accessing the captured signal and trans-
lating it into natural language, to be processed further by the core appli-
cation. Apart from the method and class names, there is a lot of analogy
with the first part. We start by creating an interface Translator, with con-
tents as shown in Listing C.2. In order to create our plug-in, we need to
implement the method of this interface. We create a new class, let’s say
SpeechTranslator, which will implement the method translate(). Make
sure that Translator and SpeechTranslator both are contained in the
package com.vub.translator. Our next step consists of telling the compiler
that our class SpeechTranslator is an implemented version of the interface
Translator. For this, a new file needs to be created inside the directory
/META-INF/services/ with name com.vub.translator.Translator and
with contents com.vub.translator.SpeechTranslator. You might have
noticed that these are indeed the corresponding package and class names of
the files we have just created. Now that we have created all the necessary
links, let’s start implementing. The implementation will take place in the
SpeechTranslator class, the interface has to remain untouched.
The one and only method translate(Input input) its function is to convert
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the signal of the captured input (in this case speech) into natural language.
In order to access the previous stored signal in the format of our choice, we
can make use of the argument Input input. Simply cast the Input format
to the implemented version of the modality (in our case SpeechInput) and
call the method getInput(), which we have implemented a few moments
ago. We use Google Speech API to convert speech to natural language, see
Section 5.4. See Listing 6.2 for the code.
pub l i c c l a s s SpeechTrans lator implements Trans la tor {

pub l i c S t r ing t r a n s l a t e ( Input input ) {
St r ing f i l e = ( ( SpeechInput ) input ) . get Input ( ) ;
r e turn SpeechRecognizer . speechToTextFromFile ( f i l e ) ;

}

}

Listing 6.2: Writing Plug-Ins: Speech Modality Translator Class

Finally, compile the full project into a JAR file. Navigate to the folder
containing the core application JAR. Put the compiled plug-in JAR file into
directory /modalities/main, if you want to use it as the main modality, or
/modalities/alternative, if you want to use it as the alternative modality.

6.2.2 Writing Action Plug-Ins
We will describe the process on how to implement the action plugin which
can control PowerPoint slides. We start by creating a new Java project with
package name com.vub.term. We create an interface TermLoader, with con-
tents as shown in Listing C.3. Next, create a class CustomTermLoader, in the
same package, which will implement all the methods from the interface. The
TermLoader class is designed to contain all main keywords, extra keywords of
a specific Term and the Action linked to it. Our next step consists of telling
the compiler that our class CustomTermLoader is an implemented version of
the abstract class TermLoader. For this, a new file needs to be created inside
the directory /META-INF/services/ with name com.vub.term.TermLoader
and with contents com.vub.term.CustomTermLoader. You might have no-
ticed that these are indeed the corresponding package and class names of
the files we have just created. Now that we have created all the necessary
links, let’s start implementing. The implementation will take place in the
CustomTermLoader class, the interface has to remain untouched. The inter-
face consists of four methods: init(), getMainKeywords(), getExtraKeywords(),
onAction(args,extraKeywords). The first method init() is called upon
creation and is optional. In the case, we create a navigator which can control
slides, so we need some interaction with PowerPoint. That is why we start
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a socket connection to PowerPoint in the init() method, which will send
commands to PowerPoint as the user will issue them. The second method
getMainKeywords() returns a row of strings containing the main keywords,
in this case [slide,page]. The function getExtraKeywords() is analogous,
containing the extra keywords [first,last,previous,next] in this case. Now that
we have defined which keywords should trigger the core application to start
an action, we still need to tell it which action should be executed, which
need to be implemented in the onAction(args,extraKeywords) method.
Arguments and extra keywords of the user query are passed to the function,
which can be used in the execution code. In this example the extra keywords
are enough to consider, the arguments are not needed. Since we know that
the main keywords of the term linked to this action will be page or slide, we
only need to know whether we need to go to the first,next,previous or last
slide. We have implemented a function which compares what option the ex-
tra keyword matches to. Afterwards, the appropriate method will be called,
which communicates with PowerPoint. Listing 6.3 shows the code snippet.
pub l i c c l a s s CustomTermLoader implements TermLoader {

@Override
pub l i c void i n i t ( ) {

// S t a r t WebSocket which sends messages to Presenta t ion Plugin
/∗ SOURCE: h t t p s :// j a n s i p k e . n l / websocket−t u t o r i a l −with−java−server−

j e t t y −and−j a v a s c r i p t −c l i e n t / ∗/

new Thread ( ) {
pub l i c void run ( ) {

WebSocketSSLStarter . s t a r t S e r v e r ( ) ;
}

} . s t a r t ( ) ;

}

pub l i c S t r ing [ ] getMainKeywords ( ) {
re turn new St r ing [ ] { " s l i d e " , " page " } ;

}

pub l i c S t r ing [ ] getExtraKeywords ( ) {
re turn new St r ing [ ] { " next " , " p rev ious " , " l a s t " , " f i r s t " } ;

}

@Override
pub l i c void onAction ( S t r ing [ ] args , S t r ing [ ] extraKeywords ) {

i f ( U t i l s . arrayContainsItem ( extraKeywords , " next " ) )
Navigator . n ex tS l i d e ( ) ;

e l s e i f ( U t i l s . arrayContainsItem ( extraKeywords , " prev ious " ) )
Navigator . p r e v i ou sS l i d e ( ) ;

e l s e i f ( U t i l s . arrayContainsItem ( extraKeywords , " f i r s t " ) )
Navigator . f i r s t S l i d e ( ) ;

e l s e i f ( U t i l s . arrayContainsItem ( extraKeywords , " l a s t " ) )
Navigator . l a s t S l i d e ( ) ;

e l s e {
long numberResult = Ut i l s . arrayContainsNumbers ( args ) ;
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i f ( numberResult !=−1)
Navigator . g o t oS l i d e ( numberResult ) ;

}
}

}

Listing 6.3: Writing Plug-Ins: Slide Navigator Action Class



7
Evaluation

An evaluation of the system took place amoungst 5 different users from var-
ious fields. A System Usability Scale [42] has been used as a metric to
evaluate the usability. The test consists of a set of 10 closed questions. Each
question has a scale of 1 - 5, with 1 (Strongly Disagree) and 5 (Strongly
Agree). The answer 3 would for example be a neutral answer, where as 1
and 5 are the two extreme answers. Further, we have asked the participants
their favorite Modality of the system and also asked them if they would sug-
gest any other modalities.We asked them to note down which Actions they
tried out and gave them room for to note any extra comments they might
have regarding the usability of the system. Each evaluation has taking place
at the participants their home and we were also present. We have observed
the participants and noted the number of attempts until each action was
succesfully launched. We have also asked the participants for suggestions for
further improvement. We have summarized these notes and described them
in the sections below.

7.1 Closed Questions
An evaluation report, which shows the average score of each closed question
is shown in Tables 7.1 and 7.2. We have shown the scores of each partipant
for each question and calculated the average and average rounded scores for



Comments and Suggestions 68

each question. In general, our rounded average scores are equal or one less
than the ideal score, which is quite satisfying. Remarkable is question 10, in
which all the participants have given the same extreme score of 1. It seems
that our system is quite easy to adapt to and not much teaching is needed
beforehand. All particpants found our system easy or very easy to use and
not complex. However, it seems that question 9 is the one with the lowest
score. Not everyone is confident on how to use the system. We understand
that this might be caused by the number of Actions and Terms. People can
not see everything what is available, so they “guess” what is available, just
as with any other virtual agent. To tackle this issue, we could adapt the
system in a way that the possible Actions and Terms are clearly displayed
to the users beforehand, or even in PowerPoint itself.

Q
1 I think I would like to use this system frequently.
2 I found this system unnecessarily complex.
3 I thought this system was easy to use.
4 I think that I would need assistance to be able to use this system.
5 I found the various functions in this system were well integrated.
6 I thought there was too much inconsistency in this system.
7 I would imagine that most people would learn to use this system

very quickly.
8 I found the system very cumbersome/awkward to use.
9 I felt very confident using the system.
10 I needed to learn a lot of things before I could get going with

this system.

Table 7.1: Evaluation: Usability Questions

7.2 Comments and Suggestions
Most of the reviewers said that we have created a handy tool. Some of them
also said that they would use it, that it is nicely programmed and that it
makes the presentation more fluent. We have asked all the reviewers their
opinion regarding the possible interactions with the system. All of them
preferred Speech. One reviewer had some more comments regarding the
modalities. He said that Speech is definitely the best option and that in
the case of Keyboard Input, he would not use the system, since it might be
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Q A B C D E Average Rounded Ideal
1 3 4 5 4 4 4 4 5
2 1 1 2 1 1 1.2 1 1
3 5 4 5 5 4 4.6 5 5
4 2 2 1 2 2 1.8 2 1
5 4 4 3 4 4 3.8 4 5
6 1 2 4 2 1 2 2 1
7 5 5 4 5 5 4.8 5 5
8 1 2 2 3 2 2 2 1
9 3 4 4 3 4 3.6 4 5
10 1 1 1 1 1 1 1 1

Table 7.2: Evaluation: Usability Score

faster to directly do the actions yourself. According to him, Gestures are
strange to use during a presentation in front of an audience. Two partici-
pants have suggested to create a feature which allows users to return to their
PowerPoint presentation after an action has been performed. We have tried
to implement this in the given time, but it was more intense then excepted.
Since presentations for a large public mostly require presenters to wear a
microphone, one reviewer suggested that we could use the same microphone
to do the interaction with the assistant. While using the trigger button,
the microphone could cut the contact with the audience and interact with
the system. When the button is released, the audience could then listen to
the presenter again. Lastly, some reviewers also suggested to create future
plugins for inserting pictures in a presentation, making the screen black and
opening our facebook or email.

7.3 Limitations and Improvements
From the reviews, we could get an overview about how error-prone the sys-
tem is and what are its limitations. Most of the reviewers have tackled the
same problems during their session. We will list the errors here and give
some suggestions to improve them. Some users queries, which made sense to
humans, could not be recognized correctly by the system, since they did not
contain any keywords programmed in the system. For example, the query
“Show me a rabbit” does not contain any keywords programmed in the plu-
gins. We humans understand that this user probably wants to see pictures
of a rabbit, but our system can not determine this. It could also be the case
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that the user wants to see a video clip about a rabbit eating a carrot, which
can not be determined by the system without any specific keywords. When
no keywords are detected in a query, a future improvement could be to send
the user to google with the full query as arguments. Supposing a user query
contains more than one keyword, the system can not deliver the same result
as if it would contain only one keyword. The system will get confused since
it does not know where to split the query and which keywords to use. For
example, “Show me a webpage with the weather in Brussels”, contains the
keywords webpage as well as weather, which is a conflict for the system. A
naive solution is to program the system in such a way that it will only con-
sider one of the keywords, either the first or the last one, and threat the rest
of the keywords as part of the arguments. However, in this solution we are
taking the risk that the user actually wanted to do an action corresponding
to the ignored keyword. A more better solution could be to link priorities
to the different keywords. Keywords which are rare have a higher priority
than keywords which are more frequently used. For example, consider the
sentence “Search for videos of Albert Einstein”. The keyword search will
be more frequently used then video, so we consider video as the resulting
action, supposing search and video are the only two keywords in the sen-
tence. A third limitation is regarding the Speech Recognition API. Speech
recognition is still not 100% accurate, so since we are using the Speech API
from Google, we are depending on their technology and silently hoping them
to develop it as fast as possible. A last limitation is regarding the system
itself. One of the assumptions this system makes is that sentences contain
keywords and the arguments will always be after the keywords in a query.
Queries such as “Show me bunny videos” will not work correctly. Since there
are no arguments after the keyword video, YouTube will launch without any
arguments. In such cases, where a sentence ends with a keyword, we could
give all the words before the keyword as arguments to the application.
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Conclusion and Future Work

8.1 Conclusion
In this thesis, we have investigated related work regarding presentation tools,
where we have seen that the most popular presentation tool is Microsoft
PowerPoint, followed by Apple KeyNote and Prezi. Despite the fact that
they are widely used in a lot of different sectors, they require us to prepare
all the content which we want to use before. This persists us from using
other content on the web, which might be useful during presentations as
well, especially upon request from the audience.

Further, we have looked at the state of the art of virtual assistants, which
are computerized programs which helps users by doing their tasks for them.
Assistants are currently a growing topic, think about Google Now and Ap-
ple Siri, but unfortunately their scope is limited to tasks in daily use, such
as searching the web, making appointments or checking our email. At the
moment, there are no virtual assistants which are available in the domain of
presentation tools, to support us using third party applications or navigation
during presenations. To address these issues, we have created a virtual as-
sistant to be used specifically in presentation environments. Presenters may
still prepare their presentations in advance, but they have the benefits now
to dynamically show content from the web, at any time during the presen-
tation, without preparation. The assistant can help to browse the slides of
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the presentation in a more effective way, by jumping over a number of slides,
going to specific slide numbers or going to slides containing specific keywords.
We have created a set of requirements as mentioned in Section 4.1 and have
made sure our assistant is based on them.

In order to ensure user friendly interaction, we have created a framework
where the interaction with the assistant is up to the user. By default, we
give users two options to interact with the system: Speech Interaction and
Keyboard Interaction. However, due to the extensible plugin character
of our interaction interface, developers can easily program new interaction
modules for the assistant. Currently, the framework provides modules which
allows us to browse web pages, search the web for pictures or videos and
navigate between slides. Each such module consists of Terms and Actions.
A Term determines the vocabulary needed to execute the linked Action.
Since the plug-in character of the modules, developers can create modules
themselves and hence add more actions at any time. Plugins are in the form
of JAR files, small compiled application units. The core application scans
specific directories and loads the available plugins. Necessary interfaces and
abstract classes needed for plugin compilation are available in the appendix.
We have created the system in such a way so that it encourages third party
developers to create plugins in order to create a growing system for users.

8.2 Future Work
The future work consists of developing new term plugins, input modality
plugins and improving the mechanism which examines queries. Many new
applications can be introduced to the list of possible actions. Plugins could
for example search a specific directory and subdirectories for presentations.
Related keywords of the current presentation could be searched in other pre-
sentations on requests. Keywords could link presentations together and show
related work. The content of presentations could be changed depending on
the current context. Directions from the current location to the main office
of the presenter could be recalculated and shown. See Section 8.2.1 for future
possibilities regarding term and action plug-ins.
An error correcting mechanism could be introduced to the query analyser,
which uses e.g. hamming distances to calculate the most probable term. Ma-
chine learning could be introduced to the mechanism which examines queries.
The query analyser could then adapt to the user by using the most frequent
queries in the error-correction.
Alternative input interfaces could be designed with the help of plugins. Ges-
tures, special remote controls, smartphone applications, and more.
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Figure 8.1: Wikipedia Figure 8.2: Dictionary

As mentioned Section 3.1.2, SSI (Silent Speech Interface/Recognition) could
be introduced in future versions of the application.

8.2.1 Future Action Possibilities
Due to time constraints, not all ideas could be implemented. Below are some
possible use-cases for future development.

8.2.1.1 Wikipedia

At any time, if a certain concept is unknown or unclear to the audience, you
can query a Wikipedia fragment of the concept and show it to the audience.
An illustration is shown in Figure 8.1.

8.2.1.2 Dictionary

Similar as Wikipedia. If a certain word or understanding is unknown or un-
clear to the audience, you can show the explanation of a qualified dictionary
explanation of this word/understanding. An illustration is shown in Figure
8.2.

8.2.1.3 Slide Keyword Navigation

Navigate to or collect all slides which contain specific keywords or phrases.
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8.2.1.4 Cross-Linked Content

Suppose an introduction to a concept is explained in the current presentation.
However, the audience is not satisfied with the explanation or wants to have
more details about the concept. In case you have another presentation, which
contains detailed information about that concept, the assistant could look
it up and show the related parts on top of the current presentation. An
illustration is shown in Figure 8.3.

Figure 8.3: Cross-Linked Content

8.2.1.5 Anchor Placement

If a lot of questions arise while you are presenting, it is not always easy to
handle this efficiently. You could answer all questions at the time of asking.
However, this makes the presentation run out of its expected time slot. An
alternative is to ask the audience to remember their questions at the end
of the presentation. Afterwards, the ones who want or need to leave can
go, the ones who would like to listen to answers of the questions can stay.
The problem in this scenario is that people might forget the questions which
they had, or at which slide it was, especially if the presenter did not place
(readable) slide numbers. Anchor placement is a solution for this. When a
question arises it he public, the presenter or even the public could issue a
request to place an anchor on the current slide. It is like a small icon which
will remind you that a question has been asked on this slide. The questions
then can be answered later, after the presentation or by email for instance.
An illustration is shown in Figure 8.4.
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Figure 8.4: Anchor Placement

8.2.1.6 Timer

Mostly during exercise classes, the students are given some time to solve
a given exercise on their own, or in groups. The given time is mostly not
checked, except during exams, simply because it is not doable in one click.
This mostly leads to outbalancing of the time of the current class and fol-
lowing classes. The assistant could solve this problem for you. It simply
requires you to query a timer with a given time and will show an alarm when
the timer finishes. An illustration is shown in Figure 8.5.

Figure 8.5: Timer

8.2.1.7 Current Time

Request and show the current time and date, mostly not available in full
screen presentations. This could be shown by a disappearing or permanent
pop-up augmented on the screen. An illustration is shown in Figure 8.6.
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Figure 8.6: Current Time & Date

8.2.1.8 Current Exchange Rate

In situations where the content is regarding commerce or economic situations,
it is important to keep the used exchange rate up to date. The assistant
could handle this. It could also make changes in all the calculations which
are dependent on the current exchange rate and show the right outcome. An
illustration is shown in Figure 8.7.

Figure 8.7: Current Exchange Rate

8.2.1.9 Colour Scheme & Resolution Adaptation

When using electronic slide projectors, sometimes colours appear differently
then wanted or on your home computer screen. The assistant can be asked
to calibrate the colours of the screen so that everything becomes readable.
Similarly for the resolution, for instance on a 4K TV screen, the content of
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the presentation, or content in an Internet browser might not be readable
due to the high resolution. The assistant could adapt the resolution and
calibrate colours to improve readability. An illustration is shown in Figure
8.8.

Figure 8.8: Color Scheme & Resolution Adaptation
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A
Usage

A.1 Sideloading Add-Ins with PowerPoint JavaScript
API

After having defined and implemented the manifest and html files, we need
to load the add-in. Unfortunately, there is no global way, this depends on
your operating system.

Caution! When using PowerPoint Online, you need to allow self-signed
certificates from localhost1. If you are using a local version of PowerPoint,
your computer needs to trust the self-signed manually. The certificate is
delivered with the code and the password is “myPASSWORD”.

OS X 2 Follow these steps: (Assuming you are using version 15.33 or
higher of PowerPoint.)

1. Place your manifest file in directory /Users/<username>/Library/
Containers/com.microsoft.Powerpoint/Data/documents/wef.

1Go to chrome://flags/#allow-insecure-localhost and enable “Allow invalid cer-
tificates for resources loaded from localhost.”

2https://github.com/OfficeDev/office-js-docs/blob/master/docs/testing/
sideload-an-office-add-in-on-ipad-and-mac.md

chrome://flags/##allow-insecure-localhost
https://github.com/OfficeDev/office-js-docs/blob/master/docs/testing/sideload-an-office-add-in-on-ipad-and-mac.md
https://github.com/OfficeDev/office-js-docs/blob/master/docs/testing/sideload-an-office-add-in-on-ipad-and-mac.md
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2. Start PowerPoint and open a presentation.

3. In PowerPoint, choose Insert >Add-ins >My Add-ins (drop-down menu),
and then choose the Virtual Assistant add-in.

4. Verify that the Virtual Assistant add-in is installed. The task pane
should appear.

Windows 3 Follow these steps:

1. Share a folder

(a) On the Windows computer where you want to host your add-in,
go to the parent folder, or drive letter, of the folder you want to
use as your shared folder catalog.

(b) Open the context menu for the folder (right-click) and choose
Properties.

(c) Open the Sharing tab.
(d) On the Choose people ... page, add yourself and and anyone else

with whom you want to share your add-in. If they are all members
of a security group, you can add the group. You will need at least
Read/Write permission to the folder.

(e) Choose Share >Done >Close.

2. Specify the shared folder as a trusted catalog

(a) Open a new document in PowerPoint.
(b) Choose the File tab, and then choose Options.
(c) Choose Trust Center, and then choose the Trust Center Settings

button.
(d) Choose Trusted Add-in Catalogs.
(e) In the Catalog Url box, enter the full network path to the shared

folder catalog, and then choose Add Catalog.
(f) Select the Show in Menu check box, and then choose OK.
(g) Close the Office application so your changes will take effect.

3. Sideload your add-in
3https://github.com/OfficeDev/office-js-docs/blob/master/docs/testing/

create-a-network-shared-folder-catalog-for-task-pane-and-content-add-
ins.md

https://github.com/OfficeDev/office-js-docs/blob/master/docs/testing/create-a-network-shared-folder-catalog-for-task-pane-and-content-add-ins.md
https://github.com/OfficeDev/office-js-docs/blob/master/docs/testing/create-a-network-shared-folder-catalog-for-task-pane-and-content-add-ins.md
https://github.com/OfficeDev/office-js-docs/blob/master/docs/testing/create-a-network-shared-folder-catalog-for-task-pane-and-content-add-ins.md
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(a) Put the manifest file of any add-in that you are testing in the
shared folder catalog. Note that you deploy the web application
itself to a web server. Be sure to specify the URL in the Source-
Location element of the manifest file.

(b) In PowerPoint, select My Add-ins on the Insert tab of the ribbon.

(c) Choose SHARED FOLDER at the top of the Office Add-ins dialog
box.

(d) Select the Virtual Assistant add-in and choose OK to insert the
add-in.

Office Online 4 Follow these steps:

1. Open Microsoft Office Online.

2. In Get started with the online apps now, choose PowerPoint; and then
open a new document.

3. Open the Insert tab on the ribbon and, in the Add-ins section, choose
Office Add-ins.

4. On the Office Add-ins dialog, select the MY ADD-INS tab, choose
Manage My Add-ins, and then Upload My Add-in.

5. Browse to the add-in manifest file, and then select Upload.

6. Verify that the Virtual Assistant add-in is installed. The task pane
should appear.

Debugging In order to try out the JavaScript add-in properly in the
PowerPoint environment we need to be able to debug the add-in. Since there
is no debugging ability such as console output in PowerPoint, we have used
an external debugging system, Vorlon.JS, recommended by Microsoft5 (for
Mac). Vorlon provides console output and input, which made life easier while
creating the add-in.

4https://github.com/OfficeDev/office-js-docs/blob/master/docs/testing/
sideload-office-add-ins-for-testing.md

5https://dev.office.com/docs/add-ins/testing/debug-office-add-ins-on-
ipad-and-mac

https://github.com/OfficeDev/office-js-docs/blob/master/docs/testing/sideload-office-add-ins-for-testing.md
https://github.com/OfficeDev/office-js-docs/blob/master/docs/testing/sideload-office-add-ins-for-testing.md
https://dev.office.com/docs/add-ins/testing/debug-office-add-ins-on-ipad-and-mac
https://dev.office.com/docs/add-ins/testing/debug-office-add-ins-on-ipad-and-mac
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A.2 Usage
In order to run the core application, in the folder of the application JAR file:

1. Create a directory “resources” (This will contain resources for the
modalities such as temporary speech capture files.)

2. Create a directory “modalities”

(a) Create a directory “modalities/main” and make sure it contains
the plug-in JAR file of the main modality.

(b) Create a directory “modalities/alternative” and make sure it con-
tains the plug-in JAR file of the alternative modality.

3. Create a directory “terms” and make sure it contains all the plug-in
JAR files of the terms and their actions you would like to use in the
core application.

4. Open a terminal and navigate to the folder of the core application JAR
file.

5. Run the program6

(a) For Mac/Linux, run: java -cp “Assistant.jar:lib/*” com.vub.main.Main
(b) ForWindows, run: java -cp “Assistant.jar;lib/*” com.vub.main.Main

6http://stackoverflow.com/questions/219585/setting-multiple-jars-in-
java-classpath

http://stackoverflow.com/questions/219585/setting-multiple-jars-in-java-classpath
http://stackoverflow.com/questions/219585/setting-multiple-jars-in-java-classpath
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Figure B.1: Architecture



C
Code Listings

package com . vub . input ;

ab s t r a c t pub l i c c l a s s Input {

pub l i c S t r ing type ;

pub l i c boolean t r i gg e rRequ i r ed = true ;
pub l i c Object s t opTr i gg e rL i s t en e r ;
pub l i c void s e tS t opTr i gg e rL i s t en e r ( Object s t l ) { t h i s . s t opTr i gg e rL i s t en e r

= s t l ; }

ab s t r a c t pub l i c void c r e a t e ( ) ;
ab s t r a c t pub l i c Object getInput ( ) ;

pub l i c S t r ing getType ( ) {
re turn type ;

}

}

Listing C.1: Input Interface

package com . vub . t r a n s l a t o r ;



86

import com . vub . input . Input ;

pub l i c i n t e r f a c e Trans la tor {

pub l i c S t r ing t r a n s l a t e ( Input input ) ;

}

Listing C.2: Abstract Class Translator

package com . vub . term ;

pub l i c i n t e r f a c e TermLoader {

pub l i c S t r ing [ ] getMainKeywords ( ) ;
pub l i c S t r ing [ ] getExtraKeywords ( ) ;
pub l i c void onAction ( S t r ing [ ] args , S t r ing [ ] extraKeywords ) ;

}

Listing C.3: Interface TermLoader

package com . vub . a s s i s t a n t ;

import java . awt . Desktop ;
import java . net . MalformedURLException ;
import java . net .URI ;
import java . net . URISyntaxException ;
import java . net .URL;
import java . u t i l . l o gg ing . Leve l ;
import java . u t i l . l o gg ing . Logger ;

/∗∗
∗
∗ @author k u s h a l s o n i
∗/

pub l i c c l a s s Browser {

pub l i c s t a t i c boolean openYouTube ( St r ing query ) {
re turn openWebpage ( " https : //www. youtube . com/ r e s u l t s ? search_query="+

query+"&playnext=1" ) ;
}

pub l i c s t a t i c boolean openGoogleSearch ( S t r ing query ) {
re turn openWebpage ( " https : //www. goog l e . be /?gws_rd=s s l#q="+query ) ;

}

pub l i c s t a t i c boolean openPictureSearch ( St r ing query ) {
re turn openWebpage ( " https : //www. goog l e . be/ search ?q="+query+"&source=

lnms&tbm=i s ch&sa=X&ved=0ahUKEwj098vF66TSAhXLK8AKHS5gDm4Q_AUICCgB
&biw=2133&bih=995 " ) ;
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}

pub l i c s t a t i c boolean openWebpage ( S t r ing URLString ) {
URL ur l = nu l l ;

t ry {
u r l = new URL(URLString . r ep l a c e ( " ␣ " , "+" ) ) ;
r e turn openWebpage ( u r l ) ;

} catch (MalformedURLException ex ) {
Logger . getLogger ( Browser . c l a s s . getName ( ) ) . l og ( Leve l .SEVERE, nu l l

, ex ) ;
}

re turn f a l s e ;

}

pub l i c s t a t i c boolean openWebpage (URI u r i ) {
Desktop desktop = Desktop . isDesktopSupported ( ) ? Desktop . getDesktop

( ) : nu l l ;
i f ( desktop != nu l l && desktop . i sSupported ( Desktop . Action .BROWSE) ) {

try {
desktop . browse ( u r i ) ;
r e turn true ;

} catch ( Exception e ) {
e . pr intStackTrace ( ) ;

}
}

re turn f a l s e ;
}

pub l i c s t a t i c boolean openWebpage (URL ur l ) {
t ry {

re turn openWebpage ( u r l . toURI ( ) ) ;
} catch ( URISyntaxException e ) {

e . pr intStackTrace ( ) ;
}

re turn f a l s e ;
}

}

Listing C.4: Browser Class
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D
Features of Virtual Assistants

• Google Now

– Actions & Features1

∗ Activity summary (walking/cycling)
∗ Birthday
∗ Boarding pass
∗ Concerts
∗ Currency
∗ Developing story and breaking news
∗ Events
∗ Event reminders
∗ Flights
∗ Friends’ birthdays
∗ Hotels
∗ Location reminders
∗ Movies
∗ Nearby attractions
∗ Nearby events

1https://en.wikipedia.org/wiki/Google_Now#cite_note-33

https://en.wikipedia.org/wiki/Google_Now##cite_note-33
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∗ Nearby photo spots
∗ New albums/books/video games/TV episodes
∗ News topic
∗ Next appointment
∗ Packages
∗ Parking location
∗ Places
∗ Product listing
∗ Public alerts
∗ Public transit
∗ Research topic
∗ Restaurant reservations
∗ Sports
∗ Stocks
∗ Time to home
∗ Time reminders
∗ Traffic and transit
∗ Translation
∗ Weather
∗ Website update
∗ What to watch

– Voice Commands2

∗ General information
· How old is [Neil deGrasse Tyson]?
· Where was [Louis C.K.] born?
· Define [colloquial] (Or “What does [colloquial] mean?”)
· What time is it in [Tokyo]?
· Search for [photography tips]
· Show me pictures of [the Leaning Tower of Pisa]
· Do I need an umbrella today? What’s the weather like?
What’s the weather in [New Orleans] [this weekend]?

· What the [Google] stock price? What is [Apple] trading
at?

2http://www.greenbot.com/article/2359684/android/a-list-of-all-the-ok-
google-voice-commands.html

http://www.greenbot.com/article/2359684/android/a-list-of-all-the-ok-google-voice-commands.html
http://www.greenbot.com/article/2359684/android/a-list-of-all-the-ok-google-voice-commands.html
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· What’s [182 yards] in [miles]? What is [12 ounces] in
[liters]?

· What’s [135] divided by [7.5]? (A great many types of
math equations will work.)

· Search [Tumblr] for [cat pictures] (more apps are added
to this search-within-apps function all the time)

∗ Device control
·
· Open [greenbot.com]
· Take a picture (“Take a photo” also works)
· Record a video
· Open [Spotify]
· Turn [on / off] [Bluetooth, Wi-Fi, Flashlight]

∗ Productivity
· What’s the tip for [123 dollars]?
· Set an alarm for [6:30 am]
· Set a timer for [20 minutes]
· Create a calendar event: [Dinner with Glenda, Saturday
at 9pm.]

· Remind me to [buy coffee at 7am] (try locations! Remind
me to [buy coffee filters at Walgreens])

· What is my schedule for tomorrow? (also: What does my
day look like [Friday]?)

· Where’s my package? (tracking confirmation must be in
Gmail)

· Make a note: [update my router firmware] (also try “Note
to self:” This works with multiple apps, and you can even
email yourself!)

· Find [Florence Ion’s] [phone number] (Works with all info
in your contacts - addresses, birthdays, etc.)

· Show me my bills. (or: My bills due this week.)
∗ Communication

· Show me my last messages. (Then follow voice prompts)
· Call [Jon] (also works with relationships: Call [sister])
· Call [Cartman] on speakerphone
· Text [Susie] [great job on that feature yesterday] (also
works with relationships: Text [mom] [I’m not going to
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be able to pick you up from the airport, period, I’m a bad
son, period])

· Send email to [Robert Baratheon], subject, [hunting], mes-
sage, [I don’t think you should drink so much when you
go hunting, period]

· Post to [Twitter]: [Oh my god the Red Wedding episode!]
· What is French for [I am Charlie]?
· Send a Hangout message to [Dad].
· Send a [Viber] message to [Derek]: Hang on, I’m going to
get more coffee. (works with WhatsApp, Viber, WeChat,
Telegram, and NextPlus)

∗ Navigation and Travel
· Where is the nearest [sushi restaurant]?
· Navigate to [Willis Tower, Chicago]
· Directions to [Fisherman’s Wharf] by [bike] (also try “Di-
rections home” or “How do I get home?”)

· Where is [the Louvre]?
· Show me the menu for [Green Chile Kitchen]
· Call [Asian Art Museum]
· Show me my flight info
· Where’s my hotel?
· What are some attractions around here?
· How do you say [good night] in [Japanese]?
· What is [50,000 yen] in [dollars]?
· What’s the flight status of [United] flight [735]?
· Show me restaurants near my hotel -or- Give me directions
back to my hotel (this works if your hotel confirmation
was sent to your gmail account)

∗ Entertainment
· Play [solitaire] (also try tic-tac-toe)
· Play some music (opens “I’m feeling lucky” radio station
in Google Play Music)

· Next Song / Pause Song
· Play [Happy] (songs must be in Google Play Music on
your device)

· Watch [The Lego Movie] (movies and TV must be in your
Google Play account)
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· What’s this song?
· Listen to TV
· What songs does [Pharrell] sing?
· Read [Hunger Games]
· Did the [Giants] win today? What’s the score in the [War-
riors] game?

· What movies are playing [tonight]? Where is [Toy Story]
playing?

∗ Sports
· Say a team name to get the latest score during the season.
· When is the next [Warriors] game?
· Where are the [Giants] in the [MLB] standings?
· Who does [LeBron James] play for?
· Who won [the Superbowl]?
· When is the [Stanley Cup final]?

∗ Fun hidden stuff
· Many of these deliver funny voice responses, but normal
search results. Turn up your sound!

· What sounds does a [tiger] make?
· Flip a coin
· Roll dice (rolls a single six-sided die)
· What is the loneliest number?
· Do a barrel roll!
· Askew / Tilt
· Go go Gadget [Spotify]
· When am I?
· Make me a sandwich
· Sudo make me a sandwich
· Who’s on first?
· Up, up, down, down, left, right, left, right
· Tell me a joke
· Who are you?
· Beam me up, Scotty!
· What is [Jennifer Lawrence’s] Bacon number?
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E
Add-ins

E.1 PowerPoint
1

• Web Video Player
Get all the action into your deck with this add-in that lets you insert
videos from YouTube and Vimeo in your presentation slides. This add-
in is free and works with PowerPoint 2013.Powerpoint YouTube Video
Player

• iSpring Pro 7
This PowerPoint-to-Flash converter easily reformats your presentation
deck into a web-ready flash/html5 video file (.swf), supporting all Pow-
erPoint animations, transitions, triggers, and links. This app costs a
whopping $397 but you can download and install the free trial version
to decide if it’s worth it.

• VisualBee
Need to build a compelling PowerPoint deck fast? No problem. Vi-
sualBee automatically upgrades draft presentations using its built-in

1http://www.skilledup.com/articles/30-best-add-ins-and-apps-for-
microsoft-powerpoint

http://www.skilledup.com/articles/30-best-add-ins-and-apps-for-microsoft-powerpoint
http://www.skilledup.com/articles/30-best-add-ins-and-apps-for-microsoft-powerpoint
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templates, images, graphics and special effects. It’s free with the pre-
mium version and works with PowerPoint 2007 and above.Visualbee
Powerpoint Enhancer

• Tick Tock Clock
Insert date, time, and location in your Office documents with just a
single click. Supports PowerPoint 2013 and can be downloaded for
free.

• Search The Web
This clever app allows you to search the web without leaving the pre-
sentation deck you’re working on. No more need to switch between
your browser and PowerPoint. This free app works with PowerPoint
2013.

• Office Timeline
Set your presentation apart witzh this award-winning app that lets
you create visually compelling timelines in PowerPoint. This topnotch
add-in integrates seamlessly into PowerPoint’s ribbon and works with
versions 2007 and up.Office Timeline Powerpoint

• Mavenlink
Working together and keeping track of projects have never been this
easy. Share, edit and manage your presentation documents on the
go and right out of PowerPoint. This free MS Office app works with
PowerPoint 2013.

• Project Timeline
Insert TimeLine into your PowerPoint slides. It allows you to keep track
of tasks and milestones, manage resources, group tasks by category and
much more. This add-on works with PowerPoint 2010, 2013, and 2016.

• Poll Everywhere
Poll Everywhere enables you to conduct real time surveys with your
audience, gather input from their mobile devices, and render the results
instantly as compelling PowerPoint 2013 visualizations. Do all that for
free!Poll Everywhere Powerpoint Add-on

• Power Mockup
Use PowerPoint to create wireframes for a planned website complete
with custom buttons, text boxes, tables, menus and other UI elements.
This useful add-in costs $19.95, offers a free trial period, and works
with PowerPoint 2007 and above.
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• Tips for PowerPoint 2013
With all the new kickass features introduced in PowerPoint 2013, you
would want to get periodic tips on how to further enhance your presen-
tation. This free app provides more than a hundred indexed tutorials
that will show you how to optimize PowerPoint 2013’s key functions.
Learn for free!Tips For Powerpoint 2013

• Notes123
This add-in allows you to make notes without leaving your Power-
Point document. Perfect for moments when an important idea sud-
denly emerges in your mind and you want a constant reminder so you
wouldn’t forget it. Comes to you free and works with PowerPoint 2013.

• WorkLoadTimer
If you need to track how much time you really spend working, this app
accurately measures your work duration at the office, at home, or on
the go. WorkLoadTimer works with PowerPoint 2013 and you can get
it without spending a dime.

• Oomfo
Enhance PowerPoint’s built-in chart and graph features with Oomfo
and give your presentation the impact it needs. Oomfo’s charts are
more compelling than the standard fare and include specialized chart
styles such as waterfall, Pareto, and pyramid. This free app works on
PowerPoint 2003 and later versions (32-bit).Oomfo Powerpoint Pyra-
mid Chart

• Lorem Ipsum Generator
If you need to fill out a content space or want to see how a mockup
slide will look, this app lets you generate placeholder text with just a
single click. The Lorem Ipsum Generator add-in is free and works with
PowerPoint 2013.

• Pro Word Cloud
Word clouds make it easy for readers to get a general idea of the con-
cepts you are trying to communicate, and they have become a staple
element of blogs and other websites. This app enables you to generate a
visually appealing word cloud for your presentations. Pro Word Cloud
works with PowerPoint 2013 and won’t cost you a single cent.

• PowerTOC
Need to create a table of contents or agenda slide real fast? Power-
TOC will automatically generate and update a well-formatted sum-
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mary, agenda or TOC. This app works on PowerPoint 2000 and above
and will cost you $29.95.PowerTOC Powerpoint Add-On

• PPTools Resize
This add-on comes straight from PPTools, a site developed by Microsoft
Most Valued Professional (MVP) and PowerPoint thought leader Steve
Rindsberg. It converts standard decks (4:3) to the widescreen format
(16:9, 16:10) or to any custom size you want. All without distorting
any of the visual elements in your presentation slides. Resize works
with versions 2000, 2002, 2003, 2007 and 2010 of PowerPoint. Check
out its free demo version.

• Participoll
Add polls to your powerpoint presentation and let your audience vote
in real time. It’s a free add-on, but there are yearly, annual, and volume
plans available. Works with PowerPoint 2010 and 2013 for PC only.

• HTML5Point
This clever app converts your PowerPoint deck to HTML5, allowing you
to unleash your presentation to the worldwide web. Once converted,
your interactive content can be accessed by tablets, smart phones, and
other mobile devices. HTML5Point works with PowerPoint 2003 and
above. Download the free trial version to learn more. Powerpoint
HTML5 Converter Add-On

• Tabs for PowerPoint
Switching between open PowerPoint documents can be frustrating es-
pecially when you want to get things done fast, easy, and efficiently.
Tabs for PowerPoint creates a tabs bar for all the decks that you are
working on at the same time, allowing for better document switching
and management.

• ActivePrez 2
Ever needed to immediately show a slide but can’t because the slide is
not the next or previous one in your presentation? This app creates
a multi-level menu bar that allows you to instantly show a particular
slide in your deck without needing to click through all the other slides
that lead to it. ActivePrez costs $99.00 to download and should work
for PowerPoint 2007 and up.

• Mind-O-Mapper
Mind-O-Mapper enables you to create great concept or process visual-
izations as you organize your thoughts, conduct brainstorming sessions,
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or draw up strategies and policies. This app won the inaugural app
development contest for Microsoft Office and SharePoint 2013. Mind-
O-Mapper costs $2.99 to download and works on PowerPoint 2013.
Mind-O-Mapper-Powerpoint-App

• Slideshark
This app converts your PowerPoint into a mobile-optimized format
and allows you to show your presentation on your iPad and iPhone,
on the web, or on a projector. Slideshark Team edition offers a 30 day
free trial. Works with PowerPoint for iPad, and PowerPoint 2010 and
above.

• MagPointer
This add-on enables you to zoom, highlight, laser point, enlarge or focus
on any area of a PowerPoint slide at any time during a presentation.
MagPointer comes with a 29.95 price tag and works with PowerPoint
2003 and up.

• vMaps
Get more than 3000 vector maps that you can use to enhance your
presentations — from customizable world maps and country maps to
colorful U.S. county maps. If you plan on using Powerpoint to launch
your career, vMaps can definitely point you to the right direction. You
need to shell out a hefty $149 to get this add-on, which works with
PowerPoint 2007 and up.vMaps Powerpoint World Countries Labels

• LiveWeb
This add-on allows you to insert web pages in your PowerPoint slides.
It also updates those pages in real-time during a presentation. Get the
app for free and use it with PowerPoint 2007 or later versions.

• Podium
According to its website, Podium is the foremost slide designer, man-
ager, and organizer for PowerPoint. It comes with hundreds of high
quality backgrounds, templates, clipart, and stock photos that allow
even novices to build a stunning deck within 5 minutes! It works with
PowerPoint 2007 and 2010 and comes with a $49.95 price tag.

• Opazity
This app adds appeal, focus, and impact to your PowerPoint presen-
tations. Use Opazity to highlight key points, blur backgrounds or un-
wanted text, reveal content, and make a specific area on the slide stand
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out. You need to shell out $49.95 to get this app. It works with Pow-
erPoint 2003 and above.

• STAMP (Subtitling Add-In for Microsoft PowerPoint)
This app allows you to add closed captions to videos and audio files
that you embed in your presentations, boosting your deck’s clarity as
well as its impact on people with hearing issues. STAMP works with
PowerPoint 2010 and can be downloaded for free.

• Circlify
Circlify simply gives your presentations that awesome hypnotic appeal.
Mesmerize your audience with compelling circular imageries that will
leave them in awe of your presentation skills. Grab the app for $49.95
and use it with PowerPoint 2007 and above.Circlify PowerPoint Add
On

• Flevy Tools
Need to create compelling data visualizations to get your message
across? Flevy Tools makes it easy to generate and showcase attention-
grabbing diagrams, charts, and graphs in your presentations. Get the
app for free via a limited time offer.

• PresentationDeck
Take your presentations to the next level with these premium Power-
Point templates. You can filter by category and price and they are
available for download immediately after purchase. Templates work
with PowerPoint 2007 and higher.

E.2 KeyNote
2

• Wall Calendar
wall calendar plugin, by Wallace Audley (new)

• Google Plugin
runs Google search for text or phrase selected in KeyNote, by Lonnie
Clardy

• Outlook Plugin
sends current note via email, using MS Outlook, by Lonnie Clardy

2http://www.tranglos.com/free/keynote_addons.html

http://www.tranglos.com/free/keynote_addons.html
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• Paste Html
Plugin To SaveAsHTML after copying from Browser, if the browser
provides such a facility, by Jayan Chandrasekhar. (Works with Internet
Explorer.)

• Dialer
TAPI phone dialer for KeyNote, by Tom Drahokoupil

• Function Keys
Allows you to customize function keys. Alt, Shift+Alt and Ctrl+Alt
function key combinations can be assigned to plugins, macros, styles,
templates and fonts.

• Calendar
Displays a simple calendar and allows you to insert selected date in
active note. (distributed with KeyNote)

• Scratch Pad
RTF scratchpad, a small text window you can use for taking quick
notes or for drag-and-drop text editing between notes.

• Key Repeat
Key autorepeat plugin, repeatedly sends a keyboard shortcut to KeyNote,
with optional delay. Can perform an auto-scroll function, or can be
useful for inserting an exact number of characters.

• Erisian Date
Discordian calendar. (See Erisian warez page for more...)

• Test Plugin
A test plugin (distributed with KeyNote).
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