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Abstract Collaborative ontology-engineering methods

usually prescribe a set of processes, activities, types of

stakeholders and the roles each stakeholder plays in

these activities. We, however, believe that the stake-

holder community of each ontology-engineering project

is different and one can therefore observe different types

of user behavior. It may thus very well be that the pre-

scribed set of stakeholder types and roles do not suffice.

If one were able to identify these user behavior types,

which we will call a user profile, one can compliment or

revisit those predefined roles. For instance, those user

profiles can be used to provide customized interfaces

for optimizing activities in certain ontology-engineering

projects. We present a method that discovers differ-

ent user profiles based on the interactions users have

with each other in a collaborative ontology-engineering

environment. Our approach clusters the users based

on the types of interactions they perform, which are

retrieved from datasets that were annotated with an

interaction ontology – built on top of SIOC – that

we have developed. We demonstrate our method using

the database of two instances of the GOSPL ontology-

engineering tool. The databases contain the interactions

of two distinct ontology-engineering projects involving
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respectively 42 and 36 users. For each dataset, we dis-

cuss the findings by analyzing the different clusters. We

found that we are able to discover different user profiles,

indicating that the approach we have taken is viable,

though more experiments are needed to validate the

results.
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Clustering

1 Introduction

An ontology is commonly defined as: “a [formal,] ex-

plicit specification of a [shared] conceptualization” [13],

and is key in enabling semantic interoperability between

autonomously developed information systems belong-

ing to a community of stakeholders. Ontology engineer-

ing is far from trivial and require adequate methods

and tools to support these communities in the ontology-

engineering process.

Different methods and tools for collaborative ontol-

ogy engineering prescribe different roles in the ontology

construction process. However, we believe that the dif-

ferent “types” of user behavior – which we will call a

user profile from now on – are a priori not known as

the stakeholder communities differ for each ontology-

engineering project. We therefore also believe that the

predefined roles and responsibilities should at least be

complemented with the user profiles based on their be-

havior in the complex socio-technical environment they

are collaborating in. When a project starts, roles are as-

signed based on the confidence and reliability a project

leader has in a person or the kind of input a stake-

holder can provide in the ontology-construction pro-

cess. Behavior-based approaches use the user’s behav-

ior as a model, commonly relying on machine-learning

techniques to discover useful patterns in it [25].

People are often assigned to a task groups in an

ontology-engineering project where the project leader

attributes tasks among different team members. How-

ever, for the project leader it can be difficult to label

users adequately and to know how users prefer to inter-

act with each other and a tool. An important assump-

tion in this paper is thus: the user profiles in a com-

munity or communities are not known beforehand. The

potential of identifying many different profiles are man-

ifold, including: (i) personalizing the interaction a user

has with a system to render their tasks more efficient

(adaptive hypermedia), (ii) detect a group of users’ ex-

pertise and thus provide means to fully exploit that

group’s capabilities, (iii) composing tasks groups with
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a variety of skills and competencies to automate some

of the ontology engineering processes.

This paper presents some preliminary results in an-

swering the following research question: “How can we

identify user profiles by analyzing the interactions be-

tween users, and between users in a collaborative on-

tology engineering environment?” Besides this research

question, we are interested in how we can extract these

interactions in a generic way. This paper is organized as

follows: Section 2 provides a background in the applica-

tions of user profiling and their application to the field

of collaborative ontology engineering; Section 3 elabo-

rates on the GOSPL ontology engineering method since

we use this to evaluate our method presented later and

we focus on the creation of a generic ontology for ex-

tracting interactions made. Section 4 gives an overview

of the method for user profiling two ontology engineer-

ing datasets; Section 5 applies the user profiling algo-

rithm on two ontology engineering datasets and gives an

interpretation of the found profiles; In Section 6 we dis-

cuss the outcome of the clustering algorithm and con-

clude the paper.

2 Related Work

User profiling is an emerging research field that con-

siders the application of finding structures in the way

people behave. One can derive a lot of information from

the social interactions between users, and between a

user and a system when observing online communities.

People can be classified according to their behavior,

taste, effort, etc. Related work on user profiling can be

found in different fields: e-commerce [23, 32], computer-

supported cooperative work (CSCW) [24, 28], web brows-

ing [21, 22, 33], news feeds [2, 20, 30], etc.

Also in the field of information governance, user pro-

filing is emerging. Gartner defines information gover-

nance as: “the specification of decision rights and an

accountability framework to encourage desirable behav-

ior in the valuation, creation, storage, use, archival and

deletion of information. It includes the processes [ac-

tions], roles [actors], standards and metrics [actands]

that ensure the effective and efficient use of information

in enabling an organization to achieve its goals.”1 Most

scientific papers are directly inspired by traditional data

quality management and IT governance [18], and pro-

pose deterministic role patterns and decision domains

with a predefined terminology. Yet, it is necessary that

these models need to be flexible at runtime, i.e. contin-

1 http://blogs.gartner.com/debra_logan/2010/01/11/

what-is-information-governance-and-why-is-it-so-hard/

(last accessed on January 24, 2016)

gent upon issues [6]. Here, our approach can help by

making the process more generic.

When we investigate these topics it is key to have

a clear understanding of what roles are, how they re-

late to human behaviors, and how these behaviors can

be captured in terms of online community features. A

discussion about the definition of a role can be found

in [12]. In their discussion they state that a user role

can arise either from the social context of a person and

the dynamics of their relationships or from repeated

interactions and agreements across practices. In this

work, we adopt the second definition of role. Usually

a set of behavioral dimensions is used to distinguish

user profiles; here we use types of interactions. Exam-

ples of roles mentioned in the literature are: newbies,

experts or lurkers [31].

Each of these roles is identified by a set of behav-

iors, (or behavioral dimensions), such as engagement,

contribution, popularity, participation, etc. The general

procedure to model behavior in an online community

is by translating them into measurable behavioral fea-

tures from the social network graph with an associated

intensity level (see e.g. [16, 26]). In contrast we will

use features based on the different interactions between

users and between the user and the system.

This study focuses on applying data mining tech-

niques for extracting user profiles in ontology engineer-

ing. Though not much related can be found in the field

of ontology engineering, De Leenheer et al. aimed at

relating performance indicators with “user types”, and

therefore applied simple statistical measures for clas-

sifying users [6]. Falconer et al. described how they

sought and discovered collaboration patterns in the cre-

ation of ontologies in the medical domain described how

they sought and discovered collaboration patterns in

the creation of ontologies in the medical domain [11].

Indirectly, those collaboration patterns provide insights

about the ”user types” in that experiment. The identi-

fication of these collaboration patterns provides input

on thow to facilitate the activities performed by these

users.

Other related work is concerned with predicting the

next editing operation a user is likely to make in a col-

laborative ontology-engineering environment using as-

sociation use mining [37, 36] and Markov chains [35].

Those studies were conducted to investigate how these

ontologies evolve and what the editing sequences were.

Those insights can be used to render certain tasks or ac-

tivities more efficient by providing the users customized

interfaces. Finally, the work presented in [9] explores

the potential identifying “community leaders” via a rep-

utation system that monitors certain interactions (be-

tween users and between a user and the system). Their

http://blogs.gartner.com/debra_logan/2010/01/11/what-is-information-governance-and-why-is-it-so-hard/
http://blogs.gartner.com/debra_logan/2010/01/11/what-is-information-governance-and-why-is-it-so-hard/
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work is declarative and focuses on the identification of

those so-called community leaders.

3 Social Interactions in Ontology Engineering

Ontologies are a social artifact as they are built for a

purpose and the result of agreement processes within

the stakeholder community. These agreement processes

can be broken down into different interactions take place

in collaborative ontology engineering as proposing new

concepts and relations, discussing proposals, voting, tak-

ing decisions and so forth. Though there quite a few col-

laborative ontology engineering methods: HCOME [19],

DILIGENT [27], BSM [7], etc., not all of them have pro-

posed or provided a tool (e.g. [8]). Similarly, there are

tools available which support collaborative ontology en-

gineering, but are not explicitly tailored to support a

specific ontology-engineering method. One example of

such a tool is WebProtégé [34].

Not all tools capture the social processes that drive

the ontology-construction process [10] and in order to

test our hypothesis that one can observe different types

of user behavior in collaborative ontology-engineering

projects, we should have access to datasets that cap-

tured these interactions.

For this study, we had access to the databases of two

ontology-engineering projects using the GOSPL method

and tool [10]. GOSPL will be described in more detail

in the next section, but we would first like to stress that

our method is generic enough to be applicable in other

tools where these social processes are logged. The gen-

erality of our approach will be ensured by the creation

of an ontology for social processes – which will be used

to distill the dataset from the databases – that can be

extended for each method.

Before elaborating on the ontology for social pro-

cesses and the extraction of the dataset, we will first

elaborate on the GOSPL method. Though our method

for discovering user profiles is generic, the remaining

sections of this paper will describe the results of our

method using datasets from ontology-engineering projects

with GOSPL. A notion of the GOSPL ontology-engineering

method is thus necessary to understand the remainder

of this paper.

3.1 GOSPL: Grounding Ontologies with Social

Processes and Natural Language

For this paper, we had access to two databases of two

ontology-engineering projects using GOSPL. GOSPL is

a community-based collaborative ontology-engineering

method which formalized the social processes and where

the description of the Universe of Discourse does not de-

pend on the language the ontology will be implemented

in (such as OWL).

In GOSPL, concepts are both represented formally

and informally. Formally by means of lexons and in-

formally by means of glosses, which are definitions in

natural language. An example of a lexon is <Cultural

Domain, Concert, is a, subsumes, Event>, which states

that, in the “Cultural Domain” community, the concept

referred to with term “Concerts” plays the role of “is

a” on the concept with term “Event”, and the concept

with term “Event” plays the role of “subsumes” on the

concept with term “Concert”. A lexon should ideally

result in two meaningful2 sentences when read in both

directions, but assuring this quality is the responsibility

of the community.

Synonyms are agreements that two community-term

pairs refer to the same concept, and gloss-equivalences

are agreements that two glosses refer to the same con-

cept. Ideally, if two communities agree that two glosses

refer to the same concept, the labels associated with

those glosses should be considered equal as well; this is

called the glossary consistency principle [10]. This al-

lows communities to agree on the “sameness” of both

types of representation at different times in the ontology-

engineering process and have this principle drive the

discussions within the communities to revisit their on-

tologies to ensure consistency.

Fig. 1 depicts the different processes in GOSPL.

Starting from co-evolving communities and requirements,

the informal descriptions of key terms have to be gath-

ered before formally describing those concepts. Commu-

nities define the semantic interoperability requirements,

out of which a set of key terms is identified. Those terms

need to be informally described before the formal de-

scription can be added. In order for a lexon to be en-

tered, at least one of the terms needs to be articulated

first. The terms and roles in lexons can be constrained

and the community can then commit to the hybrid on-

tology by annotating an individual application symbols

with a constrained subset of the lexons. At the same

time, communities can interact to agree on the equiva-

lence of glosses and the synonymy of terms. Committing

to the ontology allows for the data to be explored by

other agents via that ontology. Commitments also en-

able the community to re-interpret the ontology with

its extension (i.e. the instances in each annotated sys-

tem). This will trigger new social processes that lead to

a better approximation of the domain, as the commu-

nity is able to explore the increasingly annotated data,

e.g., by formulating queries.

2 That is, meaningful for that community.
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Fig. 1 The different phases in the GOSPL ontology-engineering method. Image from [10].

3.2 Creation of an Ontology and Annotation of the

Data

We developed a first OWL ontology3 – built on top

of FOAF4, SIOC5 and Dublin Core6 – to capture the

notion of “interaction” in collaborative environments.

That ontology was then imported in a second OWL on-

tology to declare the different social processes in GOSPL.

Both ontologies are then used to annotate the databases

of the GOSPL tool to create our datasets, which will

take on the form of an RDF [14] knowledge base with

RDB-to-RDF technologies such as D2RQ [3] or R2RML [5].

Fig. 2 depicts the first ontology, which introduced

the concept “Interaction” and declares has sioc:Post as

a subclass of that concept. This is because we deem

every post on any kind of social and collaborative plat-

form as an interaction. Not all interactions are posts,

however. One example of an interaction that is not a

post is voting, which is furthermore a concept that was

part of the GOSPL tool as will be described later on.

The adoption of Semantic Web technologies such as

OWL is motivated by the fact that it allows our frame-

work to retrieve and reason about the available social

processes of different social platforms for user profiling.

In other words, the use of ontologies – with notions

such as Interaction and Post (from SIOC) – renders

our framework more generic.

Knowledge bases using this ontology can now re-

trieve all instances of interactions as well as retrieve

all types of interactions in two ways: via query simple

query (provided reasoning is enabled or all inferences

have been materialized in the knowledge base prior to

querying) or via a SPARQL 1.1 query using property

paths. Examples of both are shown in Table 1.

Ontology Design Patterns (ODPs) are, according

to [4]: “a reusable successful solution to a recurrent

3 The ontology can be found on http://minf.vub.ac.be/

ODBASE/interactions.rdf
4 http://www.foaf-project.org/
5 http://sioc-project.org/
6 http://dublincore.org/

Interaction

subClassOf

Fig. 2 The interaction ontology introducing the concept of
“Interaction”, which is subclassed by sioc:Post.

Table 1 Two queries for retrieving the different types of in-
teraction in a knowledge base. The first assumes that reason-
ing is enabled; in the second query, inferences have already
been materialized in the knowledge base. The latter requires
SPARQL 1.1 support. Prefixes are omitted.

Query I

SELECT DISTINCT ?interaction WHERE {

?interaction rdfs:subClassOf ont:Interaction.

}

Query II

SELECT DISTINCT ?interaction WHERE {

?interaction rdfs:subClassOf+ ont:Interaction.

}

modeling problem.” Several types of ODPs exist, but

Content ODPs are small ontologies that cover a lim-

ited set of requirements – formulated as competency

questions – for a specific problem. The first ontology

is actually a Content ODP allowing one to answer the

following competency questions:

1. What are the interactions in a collaborative envi-

ronment?

http://minf.vub.ac.be/ODBASE/interactions.rdf
http://minf.vub.ac.be/ODBASE/interactions.rdf
http://www.foaf-project.org/
http://sioc-project.org/
http://dublincore.org/
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2. What are the types of interactions in a collaborative

environment?

The ontology we developed7, captures the social in-

teractions in a hierarchical manner. A first distinction

we could make in this ontology is the difference between

social processes to start a discussion within one commu-

nity (e.g. a request to add a lexon) and social processes

to start a discussion between communities (e.g. requests

to add synonyms). We call such processes respectively

intra- and inter-community requests. Both are called re-

quests when the distinction does not need to be made.

Members of a community can propose changes to the

ontology (both formal and informal part) in a forum-

like manner and encourages the other stakeholders to

express their opinion. The stakeholders can do this by

replying (to the proposition or to another reply). An-

other way for community members to express their opin-

ion is to cast a “vote” in the tool. Thus, next to two

types of requests, we also have, replies and votes. Even-

tually discussions can also be closed by concluding the

discussion.

This call is not made by a kind of “super user”, but

by the community in which the discussion takes place.

A member of the community asks to all other users to

vote whether or not they agree with the initial proposed

request within a certain time frame. That is a reason

for also taking the closing of a topic into consideration

as a social interaction.

During the development of the ontology, we have de-

cided to create subclasses of intra-community requests

to relate all requests for a particular part of the ontol-

ogy (gloss, lexon, constraint, etc.). This hierarchy will

later come in handy for feature selection for the mining

algorithm.

3.3 Grouping the Social Interactions

In this study, we adopted unsupervised learning by ap-

plying the K-means mining algorithm. The choice for

an unsupervised learning algorithm is motivated by our

assumption that user types are a priori not known. A

first step in mining is the choice of attributes and data

pre-processing. Since the number of features that are

chosen should ideally not be too big with respect to

the two data sets mentioned in Section 5, we choose to

group the social interactions according to the phases in

GOSPL. For instance, we grouped all social interactions

related to lexons. The result of this grouping leads to a

hierarchy of social interactions. A part of this “group-

ing” of requests is depicted in Fig. 3.

7 The ontology can be found on http://minf.vub.ac.be/

ODBASE/gosplinteractions.rdf

Fig. 3 Graphical depiction of a part of the “grouping” of
requests.

4 User Profiling on the Dataset

We apply our ideas on the database of the GOSPL

tool for role identification and role composition anal-

ysis. The GOSPL tool provides a collection of online

forums (called communities) in which stakeholders are

working together to engineer an ontology. Users post re-

quests to the system on which other users can reply in

a natural language what they think about the proposed

request. To express their opinion, people can vote in-

dicating whether they (dis)liked the proposed request.

Based on the outcome of the replies, votes and discus-

sions, one of the stakeholders will close the request by

accepting or rejecting it. The result of these interactions

will eventually lead to a shared ontology.

We were provided with two datasets of the GOSPL

tool. The data stems from two small ontology engi-

neering projects involving respectively 42 and 36 users.

These people were asked to work together to develop an

ontology about a common concept using the GOSPL

tool. Unlike programming fora (see e.g. [31]), where

people not necessarily working together can ask ques-

tions, we are working here with a more closed setting

since we are looking in the field of ontology engineering.

Here it is key to find agreements. In the case stakehold-

ers want to propose a new request, they will just start a

new thread; that is why e.g. threads are not replied on

very often. We can distinguish three different phases in

this user profiling process (see Fig. 4). In the extraction

phase we extract the interactions which will be used as

the basis for our profiles. In the manipulation phase we

apply statistical techniques in order to prepare the data

for the final phase where we apply clustering. This last

phase is called the clustering phase.

http://minf.vub.ac.be/ODBASE/gosplinteractions.rdf
http://minf.vub.ac.be/ODBASE/gosplinteractions.rdf
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Fig. 4 Graphical depiction of the process to distinguish different types of users

4.1 Extraction phase

Contrary to what most user-profiling applications use,

we are only interested in the type of interactions a user

is involved in. That is why in a first phase it is neces-

sary to extract these interactions from the two GOSPL

databases. Here we will create an RDF knowledge base

by populating the ontology for each database with an

appropriate mapping with RDB-to-RDF technologies.

This allows us to query these knowledge bases with

SPARQL [29].

Important here is that since GOSPL has well over 20

types of social interactions [10], the number of features

should ideally not be too big with respect to the number

of users. In our case the number of users is respectively

42 and 36. That is why we grouped the social processes

according to the phases of the method GOSPL. For

instance, we grouped all social interactions related to

lexons (see e.g. Figure 3).

After we extract the interactions per user, we first

standardize the data. The reason for standardization is

that in a later phase, we will execute a principal com-

ponent analysis (PCA) [17] that projects data onto di-

rections which maximize the variance. In order to be

able to compare variances across different features we

standardize the original extracted data.

4.2 Manipulation phase

In this phase we manipulate the data in order to trans-

form it using a principal component analysis (PCA). In

the PCA analysis we look at how many principal com-

ponents (PCs) are needed to cover a total cumulative

variance of 95% (see e.g. [17]).

Once we have found this number N, we compose a

new matrix by multiplying the standardized data by the

found PCA loadings (see Algorithm 1). We iteratively

raise the number of PCs used to transform the dataset

ranging from 2 to N. In each iteration we will cluster

based upon the newly transformed matrix consisting of

the same amount of users, but a reduced amount of

dimensions.
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Algorithm 1 Transform data by applying PCA after

standardization
1: procedure Transform(data)
2: standardizedData← Standardize(data)
3: pca← ExecutePCA(standardizedData)
4: loadings← GetRotations(pca)
5:
6: transformedData← (standardizedData× loadings)
7:
8: return transformedData
9: end procedure

10: procedure Standardize(data)
11: dimensions← Columns(data)
12: users← Rows(data)
13:
14: for i← 1, users do
15: for j ← 1, dimensions do

16: newData[i, j]← Data[i,j]−µj

σj

17:
18: return newData

19: end procedure

4.3 Clustering phase

In this last phase we use the transformed dataset, after

applying standardization and PCA, to cluster the dif-

ferent users based on their interaction behavior. We ap-

ply the K-means clustering algorithm on this dataset.

Since we do not know the unknown variable K (number

of clusters to be found), which is needed for clustering,

we iteratively raise K (see Algorithm 2) from 2 to b
√
nc,

where n represents the number of users. These cluster

results will then be evaluated based on the outcome of

an analysis of variance (ANOVA) [1] with a significance

level of α = 0.05 and an evaluation of the silhouette co-

efficient belonging to that cluster result.

By performing an ANOVA we test if there is a sta-

tistical significant different (p < α) between different

user groups (profiles) for each of the principal compo-

nents used to represent the dataset. We will explain this

by example: Suppose we work with a reduced dataset

of two PCs and K = 2. Then we will first perform the

ANOVA for the first PC using the groups of the clus-

tering and look if we have a statistical result that is

significant. Secondly, we will also do this for the second

PC. If both ANOVA tests are significant, this result in

the end will be taken into account after calculating the

silhouette coefficients. If one or both tests are insignif-

icant, we will not take this result into account.

We calculate silhouette coefficients to have a mea-

sure for internal homogeneity and external heterogene-

ity between the different clusters. This silhouette coef-

ficient produced is calculated as follows:

si =
bi − ai

max(ai, bi)
, (1)

Where ai denotes the average distance to all other

items in the same cluster, and bi is given by calculating

the average distance with all other items in each other

distinct cluster and then taking the minimum distance.

The value of this silhouette coefficient si ranges between

−1 and 1, where the former indicates a poor clustering

where distinct items are in the same cluster and the

latter indicates perfect cluster cohesion and separation.

The coefficient thus provides a quality measurement for

the cluster method based on how similar intra-cluster

items are (cohesion) and how dissimilar inter-cluster

items are (separation).

In the end we consider the significant ANOVA tests

and look which result has the highest silhouette coeffi-

cient. This cluster result is then a basis for distinguish-

ing different profiles that can be used in the continua-

tion of an OE project.

Algorithm 2 Look for most significant user profiling

1: procedure BestUserProfiling(data)
2: highestSilhouette← 0
3: sigUserPr ← Array(k, princomp)
4:
5: users← Rows(data)
6: maxPCs← InterestingPCs(data)
7: maxK ← dSqrt(users)e
8: for i← 1,maxPCs do

9: reduced← TakeF irstColumns(data, i)
10: for j ← 2,maxK do

11: clusters← PerformKMeans(reduced, j)
12: aov ← PerformANOV A(clusters)
13: significance← PV alue(aov)
14: if significance ≤ 0.05 then
15: silhouette← CalculateSilhouette(clusters)
16: if silhouette < highestSilhouette then

17: highestSilhouette← silhouette
18: princomp← i

19: k ← j

20:
21: return sigUserPr
22: end procedure

5 User Profiling on the Dataset

As a result of the clustering phase, the algorithm from

the previous section provides us with the necessary in-

formation to determine how to cluster the user behav-

ior. We present the data here as a matrix where two

unknown variables are used, i.e. the number of clus-

ters (variable K) and the number of principal compo-
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nents to be used, respectively represented by rows and

columns.

5.1 Dataset I

The first dataset consists of 42 users that produce 9,195

user interactions in total spread over a period of a

month. These 42 users worked together to engineer an

ontology around the concept Event in groups of 4 to

6 users. In a first phase we extract 10 dimensions for

these 42 users.

After applying a PCA, we observe that by using 5

principal components of the original 10 we cover a to-

tal variance of 95.75%. This means that we can iterate

to compose a matrix in the manipulation phase rang-

ing from 2 to 5 dimensions (i.e. principal components).

On this composed matrix we apply K-means and ob-

serve if the clusters that are found are significant for

each of the dimensions. Combined with the silhouette

coefficients si calculated on the clustering outcome, we

result in Table 2. Finally we sort these results based on

the calculated silhouette coefficients only considering

the significant results.

In this experiment we observe the highest silhouette

making use of 2 principal components and K = 5. This

means we distinguish 5 different user profiles in this

dataset.

Table 2 Output of clustering phase for experiment 1. The
columns Sig? represent if the result is significant (Y) or not
(N). The columns si represent the silhouette coefficient be-
longing to the cluster result.

2 PCs 3 PCs
Sig? si Sig? si

K = 2 N 0.8465052 N 0.8211668
K = 3 Y 0.4808486 N 0.394155
K = 4 Y 0.5063455 Y 0.4376691
K = 5 Y 0.5151144 Y 0.4467786
K = 6 Y 0.4869484 Y 0.4174907

4 PCs 5PCs
Sig? si Sig? si

K = 2 N 0.7990878 N 0.7919471
K = 3 N 0.3447474 N 0.3289679
K = 4 Y 0.4064185 N 0.3833227
K = 5 N 0.4584918 N 0.4640916
K = 6 Y 0.4909751 N 0.3957277

5.2 Dataset II

In a second dataset 36 users of the GOSPL tool co-

operated to constitute a common ontology considering

the concept Scientific publications. In total these users

worked together for two month, resulting in 7,127 in-

teractions in total. Like the first dataset, these users

worked together in groups of 4 to 6 users. In a first

phase we extract 11 dimensions8 for 36 users. In the ma-

nipulation phase, we observed that by using the first 8

principal components we cover 95.37% of the total vari-

ance in the dataset. Now we can use these to compose

a new matrix in the manipulation phase ranging from 2

to 8 dimensions (i.e. principal components). K-means

clustering and silhouette coefficient calculations result

in Table 3. After sorting out the best result, based on

the significance and the silhouette coefficients, we ob-

served that using 2 PCs and parameter K = 3 results

in the highest silhouette coefficient.

Table 3 Output of clustering phase for experiment 2. The
columns Sig? represent if the result is significant (Y) or not
(N). The columns si represent the silhouette coefficient be-
longing to the cluster result.

2 PCs 3 PCs
Sig? si Sig? si

K = 2 N 0.6479863 N 0.5808876
K = 3 Y 0.5469009 N 0.4733644
K = 4 Y 0.546263 N 0.41647
K = 5 Y 0.5389498 Y 0.495092
K = 6 Y 0.5284029 Y 0.4758109

4 PCs 5 PCs
Sig? si Sig? si

K = 2 N 0.5964199 N 0.5724287
K = 3 N 0.5004817 N 0.5122605
K = 4 N 0.4487667 N 0.4988729
K = 5 Y 0.4508551 N 0.4310294
K = 6 Y 0.4312709 Y 0.4264906

6 PCs 7 PCs
Sig? si Sig? si

K = 2 N 0.5518503 N 0.5387554
K = 3 N 0.4508124 N 0.3132408
K = 4 N 0.4734011 N 0.3700723
K = 5 N 0.4449335 N 0.3821288
K = 6 N 0.3909784 N 0.4202661

8 PCs
Sig? si

K = 2 N 0.5273153
K = 3 N 0.399256
K = 4 N 0.4452684
K = 5 N 0.3940165
K = 6 N 0.4101321

8 Note that for the same structured dataset we can now
extract 11 dimensions since here the semantic interoperability
required is now captured in the GOSPL tool, whereas in the
first dataset these requirements were not explicitly captured.



A Method for Detecting Behavior-based UPs in Collaborative OE 9

5.3 Interpretation of User Profiles

We presented a method for finding different user pro-

files, by clustering based on the user interactions. How-

ever, what is the meaning of these different types of

users? Since we cannot identify the characteristics of

these clusters automatically, we should interpret them.

This can be done observing differences between the av-

erages of the original data for the different user profiles.

5.3.1 User Profiles in Dataset I

In this dataset we observe 5 distinct profiles in Fig. 5.

We interpret them by looking at descriptive statistics

of each cluster (see Table 4) and observe the following

differences between these user types:

– We interpret cluster 1 (© symbol) and cluster 4

(× symbol) together since both clusters have similar

behavior for nearly all of the dimensions. On overall,

we consider these two groups as active users of the

GOSPL tool. However, we do observe that cluster 4

is more familiar with expressing his personal opinion

than cluster 1 by replying on a certain topic or by

casting votes, respectively dimensions 8 and 10.

– Cluster 2 (4 symbol) is less active than the previ-

ous mentioned user profiles. However, we do observe

this user profile prefers interacting with GOSPL by

replying, concluding discussions and casting votes,

respectively dimensions 8, 9 and 10.

– Cluster 3 (+ symbol) exists of only one user in

this dataset. This user instance has the maximum

amount of user interactions for nearly each dimen-

sion. In the plots we observe this instance behaves

extremely different than the others.

– Cluster 5 (♦ symbol) can be considered as the more

passive group of users, since this user profile has the

lowest amount of user interactions.

5.3.2 User Profiles in Dataset II

In dataset II we observed 3 different types of users

in Fig. 6. We interpret them by looking at descriptive

statistics of each cluster (see Table 5) and observe the

following differences between these two user types:

– Cluster 1 (4 symbol) has a higher amount of inter-

actions as the other two user profiles for more than

half of the dimensions. We consider this cluster as

being the active users.

– Cluster 2 (© symbol) and cluster 3 (+ symbol)

both have a lower interaction amount than cluster

1. However, we consider them as separate groups

of users since cluster 2 has in general9 more inter-

actions than cluster 3. Note that cluster 2 is very

active in making interactions considering lexons.

9 Dimensions 4, 5, 6 and 7 have very low interaction
amounts over the complete dataset.
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Fig. 5 Clusters of dataset I (clusters indicated with symbols)

6 Discussion and Conclusion

In literature the identification process of different pro-

files often makes use of both quantitative and quali-
tative features [31]. to the contrary, in this paper we

demonstrated a method for identifying user profiles us-

ing the interactions of the users as a single input on

two datasets. We started by using a semantic mapping

on top of the GOSPL database. For this mapping, we

made an extension of the SIOC Core ontology. We use

this ontology, since the concept of posts on an online

platform is widely used, moreover the ontology is easy

to reuse. The benefit of using a semantic mapping is

that when we apply this mapping to multiple datasets

(even from various platforms), we use a uniform way

for requesting the different interactions.

After we obtained the quantitative number of inter-

actions by each user, we pre-process the datasets. Since

we deal with unequal means and variances we decided

to standardize each dimension. Then we applied a PCA

analysis in order to obtain the most interesting princi-

pal components for reducing the dimensionality of the

data. In our datasets we originally used datasets of 10

and 11 dimensions. After reduction of the dimension-

ality, we ended up with a two-dimensional dataset in

both datasets.

The method demonstrated the first dataset has five

user profiles, where the second dataset only has three

distinct user profiles. Though the second dataset cov-

ered a longer time frame in which the users of GOSPL

could interact, we identified less distinct user profiles

using the K-means clustering technique. In the second

dataset, we did observe the differences were smaller be-

tween the found user profiles. This can partly be ex-

plained by the lower number of interactions made by

users in the second dataset. Moreover the three active

users (found in cluster 1) in this second dataset were

responsible for 1,533 interactions, which is over 20% of

the total interaction amount. Since we only look at the

quantitative measurements of interactions as a basis,

this method is very sensitive to distinguishing active

users as a separate user profile.

In this proposed method we validate the cluster

quality using silhouette coefficients. We choose this clus-

ter validity technique since this technique provides a

good measurement that combines measuring both inter-

nal homogeneity and external heterogeneity of clusters.
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Fig. 6 Clusters of dataset II (clusters indicated with symbols)

Other validity techniques that could be used are Dunn

index, DaviesBouldin index, and the C-index [15]. The

silhouette coefficient is bounded between −1 for incor-

rect clustering and +1 for highly dense clustering. We

are thus interested in clustering with this coefficient as

high as possible.

We consider this paper as a first step in assigning

roles automatically to the users based on the behavior

of the user. The project leader of an ontology engineer-

ing project decides when to run this method, and af-

ter analysis of the found profiles he can rearrange his

team of ontology engineers in order to work more effi-

cient. This can either be by composing task groups of a

similar user type or by composing new task groups by

combining different user types.
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A Descriptive Statistics of Datasets

Descriptive statistics of the two datasets are provided in Ta-
bles 4 and 5. The dimensions of each table are:

– dim 1: interactions about glosses
– dim 2: interactions about lexons
– dim 3: interactions about constraints
– dim 4: interactions about supertype relations
– dim 5: interactions about equivalence between glosses
– dim 6: interactions about synonyms
– dim 7: interactions considering general requests
– dim 8: interactions considering replies
– dim 9: interactions to close topics
– dim 10: interactions about casting votes
– dim 11: interactions about semantic interoperability re-
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Table 4 Descriptive statistics of clusters in first dataset

dim 1 dim 2 dim 3 dim 4 dim 5 dim 6 dim 7 dim 8 dim 9 dim 10

cluster 1 25.67 28.50 16.67 9.50 0.33 9.33 0.67 13.50 69.33 118.33

(n = 6) 10.03 12.23 9.67 9.71 0.82 6.02 1.63 12.55 19.63 91.93

95% CI lower bound 15.14 15.67 6.52 -0.69 -0.52 3.01 -1.05 0.33 48.73 21.86

95% CI upper bound 36.20 41.33 26.81 19.69 1.19 15.65 2.38 26.67 89.94 214.81

cluster 2 14.00 11.40 9.30 0.20 0.60 1.40 1.20 35.60 34.70 172.40

(n = 10) 8.30 3.69 14.13 0.63 0.97 2.12 1.23 14.86 17.52 61.03

95% CI lower bound 8.06 8.76 -0.81 -0.25 -0.09 -0.12 0.32 24.97 22.17 128.74

95% CI upper bound 19.94 14.04 19.41 0.65 1.29 2.92 2.08 46.23 47.23 216.06

cluster 3 179.00 112.00 123.00 49.00 2.00 82.00 3.00 97.00 570.00 96.00

(n = 1) - - - - - - - - - -

95% CI lower bound - - - - - - - - - -

95% CI upper bound - - - - - - - - - -

cluster 4 32.00 36.33 29.00 6.67 0 10.67 2.00 50.00 108.00 240.00

(n = 3) 11.79 15.95 19.29 6.11 0 3.06 2.65 23.07 54.62 136.61

95% CI lower bound 2.71 -3.28 -18.91 -8.51 0 3.08 -4.57 -7.30 -27.68 -99.35

95% CI upper bound 61.29 75.95 76.91 21.85 0 18.26 8.57 107.30 243.68 579.35

cluster 5 7.27 5.73 2.14 0.36 0.09 0.82 0.09 7.18 10.59 47.05

(n = 22) 9.16 6.42 3.98 0.95 0.43 1.59 0.29 9.68 12.56 40.16

95% CI lower bound 3.21 2.88 0.37 -0.06 -0.10 0.11 -0.04 2.89 5.02 29.24

95% CI upper bound 11.33 8.57 3.90 0.79 0.28 1.52 0.22 11.48 16.16 64.85

 𝑥
𝜎

 𝑥
𝜎

 𝑥

𝜎

𝜎

𝜎

 𝑥

 𝑥

Table 5 Descriptive statistics of clusters in second dataset

dim 1 dim 2 dim 3 dim 4 dim 5 dim 6 dim 7 dim 8 dim 9 dim 10 dim 11

cluster 1 26.33 19.67 21.33 0 0 0 1.33 82.33 95.33 250.33 14.33

(n = 3) 8.08 9.61 8.33 0 0 0 2.31 7.09 18.50 133.99 7.23

95% CI lower bound 6.25 -4.20 0.65 0 0 0 -4.40 64.71 49.37 -82.53 -3.64

95% CI upper bound 46.41 43.54 42.02 0 0 0 7.07 99.96 141.30 583.19 32.30

cluster 2 6.57 20.71 12.00 0.43 0.57 5.71 0 41.71 38.57 132.29 10.14

(n = 7) 5.97 16.49 11.25 0.79 0.98 6.68 0 22.93 16.21 64.19 7.88

95% CI lower bound 1.05 5.46 1.59 -0.30 -0.33 -0.46 0 20.51 23.58 72.92 2.85

95% CI upper bound 12.09 35.97 22.41 1.16 1.47 11.89 0 62.92 53.56 191.65 17.43

cluster 3 3.08 6.85 3.62 0.42 0 0.23 0.04 14.31 16.35 94.65 3.27

(n = 26) 4.07 6.87 5.73 1.39 0 0.65 0.20 13.40 19.21 56.31 3.77

95% CI lower bound 1.43 4.07 1.30 -0.14 0 -0.03 -0.04 8.90 8.59 71.91 1.75

95% CI upper bound 4.72 9.62 5.93 0.99 0 0.49 0.12 19.72 24.11 117.40 4.79

 𝑥

𝜎

 𝑥

𝜎

 𝑥

𝜎
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