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Abstract The use of pens in human-computer interaction has been investigated
since Ivan Sutherland’s Sketchpad graphical communication system in the early
1960s. We provide an overview of the major developments in pen-based interaction
over the last six decades and compare different hardware solutions and pen-tracking
techniques. In addition to pen-based interaction with digital devices, we discuss
more recent digital pen and paper solutions where pen and paper-based interaction is
augmented with digital information and services. We outline different interface and
interaction styles and present various academic as well as commercial application
domains where pen-based interaction has been successfully applied. Furthermore,
we discuss several issues to be considered when designing pen-based interactions
and conclude with an outlook of potential future challenges and directions for pen-
based human-computer interaction.

1 Introduction

The predecessors of today’s pens have been used over more than five thousand years
in the form of reed pens, ink brush pens or quill pens. Pens together with their corre-
sponding writing surfaces—including papyrus, parchment or paper—have therefore
been optimised for the task of writing over thousands of years. This implies that
nowadays, everybody knows how to use pen and paper but also has certain expecta-
tions based on a mental model when using these artefacts, a fact that must be taken
into account when designing new forms of pen-based human-computer interaction.

The telautograph by Elisha Gray was the first electronic device to capture pen-
based input in the form of handwriting or drawings (Gray, 1888). A pen was con-
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nected to some potentiometers on a transmitting device, transforming any pen writ-
ing into electrical impulses that could then be transmitted to a remote receiver as
illustrated in Fig. 1(a). On the receiving device, the electrical impulses would be
transformed back into the corresponding movements of a pen attached to a ser-
vomechanism for remotely reproducing the pen movements. A modified version
of the telautograph called telewriter was later operated over regular phone lines
and, for instance, used for remote signatures. While the telautograph and telewriter
were reproducing pen-based input at a remote site, a next step was an electro-
mechanical device for the real-time detection of handwritten numerals patented
by Goldberg (1914).

Pen-based interaction was also described in Vannevar Bush’s seminal paper
‘As We May Think’, introducing the memex (memory extender) as a natural way
for human-machine interaction where document pages could be annotated by us-
ing a pen in addition to the definition of associative trails between individual pages
captured on microfilm:

“Consider a future device for individual use, which is a sort of mechanized private
file and library. It needs a name, and to coin one at random, ‘memex’ will do. A
memex is a device in which an individual stores all his books, records, and com-
munications, and which is mechanized so that it may be consulted with exceeding
speed and flexibility. [. . . ] He can add marginal notes and comments, taking advan-
tage of one possible type of dry photography, and it could even be arranged so that
he can do this by a stylus scheme, such as is now employed in the telautograph seen
in railroad waiting rooms, just as though he had the physical page before him.”

(Bush, 1945)

As we will see in the next section, nowadays pen-based interaction (or pen-based
computing) can not only be used for direct object manipulation and handwriting
recognition on computer screens, tablet computers or smartphones, but existing pen
and paper-based interactions and workflows have also been augmented with digital
services and information as proposed by Marc Weiser in his visionary article on
ubiquitous computing, where computers would “disappear” and become embedded
into everyday objects and environments:

“At breakfast Sal reads the news. She still prefers the paper form, as do most people.
She spots an interesting quote from a columnist in the business section. She wipes
her pen over the newspaper’s name, date, section, and page number and then circles
the quote. The pen sends a message to the paper, which transmits the quote to her
office.”

(Weiser, 1991)

When designing new forms of pen-based human-computer interaction, it is es-
sential to respect the affordances of pen and paper as well as existing practices and
workflows that have co-evolved and been optimised over thousands of years. While
certain pen and paper-based tasks might be digitised and new forms of multimodal
pen-based user interfaces are evolving, it can sometimes be challenging to support
specific pen and paper-based activities—such as reading and annotating across mul-
tiple spatially arranged documents—in digital space, as discussed by Sellen and
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Harper (2001) in ‘The Myth of the Paperless Office’. Therefore, we should care-
fully investigate the diversity of inking behaviours afforded by pen and ink as done
by Riche et al (2017), who discussed nine pen affordances and related activities for
“analogue pens”, and compared them to the affordances of digital pens to inform
the design of new forms of pen-based user interfaces and eventually improve digital
pen and ink experiences. The study of existing solutions for pen-based interaction
with tablet computers and the analysis of factors such as the perceived latency, ac-
curacy or unintended touch interactions with a tablet further help in understanding
differences between physical and digital inking experiences (Annett, 2014).

This article on pen-based interaction is organised as follows. We start with the
history of the most relevant pen-based interfaces for human-computer interaction
that have been developed over the last 60 years. We then discuss different tech-
nologies that can be used for tracking and developing pen-based interactions and
outline different pen-based interaction styles. After presenting various pen-based
applications for different application domains, we discuss some challenges and fu-
ture directions for pen-based interaction.

2 Pen-based Interaction

While we have already introduced some of the early mechanical or dry photography-
based pen interfaces, including the telautograph and the memex, we now present the
major developments in pen-based human-computer interaction from the 1950s on.

2.1 History

The Stylator (stylus translator) by Dimond (1957) that is schematically shown
in Fig. 1(b) (based on Dimond (1957)) was the first pen-based input device for
real-time single-character handwriting recognition to control a computer. Its plastic
writing surface consisted of several well-defined areas separated by seven embed-
ded conductors. While writing a character with the pen connected to a power source,
individual conductors were energised when crossing the boundaries between areas,
which was then translated into a specific character via several flip-flops.

While the Stylator could only capture single characters, the RAND tablet re-
leased in 1963 by Davis and Ellis (1964) was one of the first data tablets supporting
pen-based freehand drawings and can be seen as a predecessor of today’s graphics
tablets. The 10×10 inch tablet surface offered a resolution of 100 lines per inch and
could thus detect about one million unique discrete positions of a wired pen with a
pressure-sensitive tip. In combination with the Graphical Input Language (GRAIL),
53 handwriting letters, numbers and other symbols or shapes could be recognised
and used as input to control a computer.
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(a) Telautograph (b) Stylator

(c) Sketchpad (d) DigitalDesk

Fig. 1 Early pen-based devices and technologies

Instead of writing on a separate tablet, Ivan Sutherland’s Sketchpad graphi-
cal communication system (Sutherland, 1963) shown in Fig. 1(c) (CC BY-SA 3.0
by Kerry Rodden) was the first solution enabling the direct manipulation of graphi-
cal objects (e.g. touch, select and drag) by interaction with a light pen on a cathode
ray tube (CRT) computer monitor. Note that the light pen as an input device for
human-computer interaction was developed in the mid-1950s at the Massachusetts
Institute of Technology (MIT), where also Sutherland was conducting his research,
a few years before the computer mouse was invented by Douglas Engelbart and Bill
English in 1963. The seminal work on pen-based direct manipulation of graphical
objects in Sketchpad formed the basis for many new interface ideas and graphical
user interfaces (GUIs).

Inspired by the RAND tablet as well as the pen-based interactions on Sketchpad,
Alan Kay came up with the vision and concept of a personal dynamic medium the
size of a notebook called the Dynabook, which would not only allow for keyboard
input but also direct pen-based interactions with the Dynabook’s screen (Kay and
Goldberg, 1977).

In terms of commercial pen-based solutions, the Wang Freestyle system (Levine
and Ehrlich, 1991) in 1988 was an early attempt by Wang Laboratories to estab-
lish pen-based input. The system consisted of a touch-sensitive tablet and a stylus
that could be used to annotate documents displayed on a computer screen. Fur-
ther, in a multimodal interface, the pen input could be combined and synchronised
with recorded voice comments—made through a phone handset—containing sup-
plemental information about the parts of the digital document selected via the pen
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input as well as with pen-written notes. Unfortunately, the very high pricing and
focus on senior executives prevented the adoption of this promising multimodal in-
put technique by a broader audience. Just one year after the launch of the Wang
Freestyle, GRiD Systems Corporation introduced GRiDPad, the first commercial
pen-controlled tablet computer.

In the early 1990s, multiple operating systems with pen support were introduced
as so-called pen computing platforms. The PenPoint OS (Carr and Shafer, 1991),
which would later run on tablet computers such as the EO Personal Communicator,
was introduced by GO Corporation in 1991. In addition to a large set of gestures that
could be used consistently across the operating system and individual applications,
PenPoint also introduced the notebook interface metaphor as an integral part of
the operating system. Only a year later, in 1992, Microsoft released its Windows for
Pen Computing software suite as an add-on for their Windows 3.1 operating system,
providing various tools such as a notebook for pen-based sketches and handwriting
recognition. Pen-based computing on Personal Digital Assistants (PDAs) addressed
the mass market for the first time in the form of the Newton MessagePad, which
was running on the Newton operating system and was introduced by Apple in 1993.
However, these early tablet and PDA solutions for pen-based computing were not
very successful, mainly due to the limitations of existing hardware at that time, of-
fering limited screen readability, poor battery power as well as a lack of memory
and processing power. Despite the introduction of dedicated alphabets with single
stroke characters only—such as Graffiti or Unistrokes—these pen-based text en-
try techniques often resulted in poor handwriting recognition due to the mentioned
hardware limitations.

While these pen-based tablet and PDA solutions often try to “simulate” paper
and offer pen and paper functionality such as sketching, notetaking or annotating on
digital devices, an alternative approach is to augment existing pen and paper work-
flows with digital information and services. Pierre Wellner introduced a pioneering
approach for such an augmented pen and paper workflow at Xerox EuroPARC in
the form of the DigitalDesk shown in Fig. 1(d) (courtesy of Pierre Wellner). Well-
ner’s idea was to realise the “opposite of the desktop metaphor” where not a desktop
environment is simulated on a computer, but where the computer is brought to the
real desktop environment:

“Instead of making the workstation more like a desk, we can make the desk more
like a workstation. This is the aim of the DigitalDesk. On this desk, papers gain
electronic properties, and electronic objects gain physical properties. Rather than
shifting more functions from the desk to the workstation, it shifts them from the
workstation back onto the desk.”

(Wellner, 1993)

By placing a camera above the desk surface (over-desk video), a user’s interac-
tion with documents lying on the desk, including pen-based annotations, could be
tracked. Supplemental digital information could then either be shown on a sepa-
rate screen or be directly projected to the table and on top of individual documents
via a projector mounted above the desk. By pointing with their finger to parts of a
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document, the camera could capture parts of a document’s text as well as a user’s
pen-based writing on different paper documents and perform some optical character
recognition (OCR). The basic idea of the DigitalDesk has been further extended and
refined in later projects such as the EnhancedDesk (Koike et al, 2001). However, a
drawback of these so-called augmented desk solutions is that we lose a main feature
of paper documents with respect to their mobility and thereby affect the affordances
of paper documents. In order to access any superimposed digital functionality or
information, a paper document can only be used at dedicated places equipped with
such an augmented desk system.

An alternative solution for capturing pen and paper interactions was introduced
by the Pen Computing Group at A.T. Cross in the form of the CrossPad electronic
notepad. Any paper document could be placed on top of the portable CrossPad
graphics tablet and a special inking pen tracked by the graphics tablet would be
used to write on the paper document. A limitation of this approach was that only the
interactions on a single page could be tracked at once, and it would therefore not be
possible to work across multiple documents.

While the pen-operated PDAs of the early 1990s did not result in long-term com-
mercial success, research continued on how to provide pen and paper-based inter-
action and workflows in digital space. An example is the XLibris “active reading
machine” developed by FX Palo Alto Laboratory (Schilit et al, 1998). XLibris of-
fered a pen-based interface that was running on a tablet display tethered to a PC.
The active reading process was enabled by supporting free-form digital ink anno-
tations as well as the lookup of supplemental information. After the introduction
of the Microsoft Tablet PC aiming to support various digital notetaking activities
in 2000, it took another decade before advances in hardware, a reduction in weight
and dedicated applications led to the broader acceptance of tablet computers in the
consumer market, starting with Apple’s introduction of the first iPad in 2010. Nowa-
days, pen-based input on tablet computers, smartphones, desktop solutions such as
the Microsoft Surface Studio shown in Fig. 2(a) or Wacom’s Cintiq display as well
as interactive tabletop and wall surfaces are well accepted for specific pen-based
tasks. Combining electronic ink (e-ink) tablets with pen-based input further resulted
in dedicated notetaking solutions such as the reMarkable 2 tablet, striving to offer
the most natural notetaking experience on digital devices.

On the other hand, a significant milestone in integrating existing pen and paper
workflows with digital services and information was the introduction of Anoto’s
digital pen and paper technology (Forster, 2001), enabling high-resolution paper-
based position tracking based on a special printed dot pattern (nearly invisible to
the human eye) covering each page of a paper document, that is detected by a cam-
era integrated into a so-called digital pen also offering regular inking. Over the last
two decades, there has been extensive academic work on interactive paper solutions
based on the digital pen and paper technology (Signer, 2005; Yeh, 2007; Weibel,
2009; Liao, 2009; Ispas, 2011; Steimle, 2012; Heinrichs, 2015) and we present
some applications in Sect. 2.4. Further, there are various commercial applications
for bridging the paper-digital divide based on Anoto’s technology, ranging from
notetaking solutions by Livescribe to form-filling applications and learning plat-
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forms for children such as Ravensburger’s tiptoi audio-digital learning solution or
LeapFrog’s LeapReader reading and writing system.

2.2 Technologies

In the following, we discuss different technologies that can be used for pen track-
ing to enable pen-based interaction. Thereby, we will distinguish between solu-
tions supporting the tracking of a pen on digital devices—we are going to call
them pen-and-device (PaD) solutions—and technologies that have been developed
to capture and digitally augment existing pen and paper interactions that we will
call pen-and-paper (PaP) solutions. Note that some of the presented pen tracking
techniques might be used for both PaD as well as PaP solutions.

2.2.1 Pen-and-Device (PaD) Technologies

The light pen was the first approach for supporting pen-based input on digital de-
vices, and while it has been in use for multiple decades, it is nowadays not used
much anymore due to changes in display technologies. The light pen was initially
developed as part of the Whirlwind project at MIT in 1955 and has, for instance,
been applied in Ivan Sutherland’s Sketchpad graphical communication system in-
troduced earlier. A light pen is a relatively low-cost solution making use of the
method of operation of cathode ray tube (CRT) monitors where an electron beam
scans the screen line by line. When the light pen is positioned on a CRT screen,
it will detect the change in brightness of nearby pixels caused by the passing elec-
tron beam. By comparing the timing of these changes with the information from
the beam control unit, we can derive the pen’s position on the screen. While light
pens have been used in various application domains, including computer-aided de-
sign (CAD) solutions, the precision of the detected position is not highly accurate
due to rounding errors and noise. Further, prolonged use of the light pen on ver-
tical screen surfaces might result in some arm fatigue—something we should take
into account when designing pen-based interfaces for vertical surfaces. As a result
of the replacement of CRT monitors with LCD screens, light pens have lost impor-
tance since the discussed electron beam-based tracking technique no longer works
on LCD screens.

When talking about pens to be used on smartphones, LCD desktop screens or
interactive tabletop and wall surfaces, we must distinguish between passive and
active pens. A passive pen has no built-in electronics and is often used for simple
pen-based interactions and input on capacitive multi-touch screens. It provides the
same functionality as finger-based input based on a pen tip made of conductive foam
or rubber. Given the smaller point of contact, these passive capacitive pens typically
offer a higher precision than finger-based input. The pen’s position can also be better
tracked by a user than a position covered by their finger. There has further been
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(a) Microsoft Surface Studio 2 (b) Wacom Intuos Pro graphics tablet

(c) Massless Pen (d) Anoto Digital Pen (Magicomm G303)

Fig. 2 Modern pen-based devices and technologies

research to add additional functionality to simple conductive pens by augmenting
them with magnets to support pen identification as well as pen interactions around
mobile devices (Hwang et al, 2013).

In contrast, active pens such as Samsung’s S Pen, Microsoft’s Surface Pen or
the Apple Pencil contain some electronics and offer additional features like input
buttons or touch sensitivity via a pressure sensor in the pen’s tip. These active pens
work in combination with a digitiser embedded in the screen surface. When an active
pen gets in proximity to the screen’s surface, the digitiser’s magnetic field induces
a current in the pen. The pen creates its own electromagnetic field that—together
with some optionally superimposed information about the pen pressure or pressed
buttons—is detected and processed by the digitiser. While some active pens are ex-
clusively powered by the digitiser’s electromagnetic field, most pens also contain
a battery. An advantage of active pens is that they provide palm rejection to avoid
unintended touch input during pen interactions and offer higher precision than pas-
sive pens. Most pens can further be configured and their buttons can replace specific
mouse or even keyboard input, and sometimes also some eraser functionality is pro-
vided. Given that active pens work based on an electromagnetic field, their position
can also be tracked when hovering over but not touching the screen surface, support-
ing various above-screen interactions. Originally, the digitiser-based approach was
not integrated into screen surfaces but only used in dedicated graphics tablets such
as the Wacom Intuos Pro shown in Fig. 2(b), similar to the idea of early pen-based
input devices like the RAND tablet mentioned in Sect. 2.1.
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We can distinguish between passive and active graphics tablets. A passive tablet
switches between two modes, first using some electromagnetic induction to power
the pen and then receiving the pen’s signal. While this has the advantage that the pen
does not require any battery since it is powered by the tablet, the switching between
the sending and receiving modes results in some jitter.

In contrast, in an active graphics tablet solution, the pen has its own battery and
the tablet no longer has to switch modes to power the pen but constantly listens to
the signal received by the pen, resulting in less jitter. However, the pens used on
active graphics tablets are often slightly bulkier due to their battery. Note that many
major graphics tablet vendors pay special attention to the tactile writing experience,
which seems to be essential for professionals such as designers, illustrators or artists
who often do not like the smooth and almost frictionless interaction of pens on the
glass surface of tablet computers. Therefore, different replaceable pen tips can be
used to control the level of friction and tactile feeling on many of these graph-
ics tablet solutions. While graphics tablets are mainly used in combination with a
computer screen, nowadays some fully integrated solutions exist, such as Wacom’s
Cintiq product line. In addition to active and passive graphics tablets, there are also
capacitive graphics tablets that work similarly to capacitive multi-touch screens and
can be operated with a passive pen as well as a finger.

It is further possible to optically track pens in 3D space by, for instance, at-
taching some markers to the pen and using a tracking solution such as OptiTrack.
The information can either be used when a pen is used on a 2D surface or when
a user is pointing or writing in 3D space while using some virtual reality (VR) or
augmented reality (AR) applications as shown for the Massless Pen in Fig. 2(c)
(courtesy of Massless Corp.). A recent study on using such a 3D pen in VR/AR en-
vironments revealed that it clearly outperforms modern VR controllers for point-
ing tasks and it was also the preferred input device, opening new opportunities for
pen-based interactions in VR and AR environments (Pham and Stuerzlinger, 2019).
Further, Drey et al (2020) introduced a design space for 2D and 3D sketching in-
teraction metaphors in virtual reality, where 2D surface-based metaphors were used
for sketching straight lines and 3D mid-air sketching was applied to shape volumes.
In the future, we might not only want to track the pen on a writing surface but also
the immediate surroundings, including a user’s hand to enable richer forms of inter-
actions. A prototype of such an enhanced pen with an integrated downward-facing
camera has been proposed by Matulic et al (2020).

2.2.2 Pen-and-Paper (PaP) Technologies

Similar to pen-and-device technologies, we can distinguish between pen-and-paper
technologies with active pens containing some electronics and those with passive
pens that are tracked via external technologies such as computer vision-based so-
lutions. In external computer vision-based pen tracking solutions, one or multiple
cameras are used to track paper documents on a horizontal or vertical surface and
projections or computer screens might be used to present supplemental information
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as seen in augmented desk solutions (Wellner, 1993) or interactive wall solutions
where paper notes are tracked and captured by a camera system and augmented
with digital information (Everitt et al, 2003). As mentioned earlier, a drawback of
these vision-based solutions with fixed cameras and projections is that paper doc-
uments can only be augmented with digital services and information at dedicated
places, resulting in limited mobility. Another limitation of these vision-based solu-
tions for passive pens is that they usually perform some offline recognition of pen
strokes and are thus less suitable for real-time pen interactions.

We can further distinguish between solutions that can track a pen’s relative posi-
tion and technologies for absolute positioning. Relative positioning solutions track
a pen’s relative positions on a paper document without knowing the pen’s abso-
lute position on the paper document. While these solutions are sufficient for cap-
turing handwriting without any additional calibration, they do not support pen in-
teractions with specific printed content on a paper document. A first possibility for
tracking pen and paper interactions is to place the paper document on a graphics
tablet and slightly modify the active pen to an inking pen as, for instance, realised
in the Audio Notebook (Stifelman et al, 2001) or as recently supported by differ-
ent Wacom Smartpads. While these solutions work for relative positioning, absolute
positioning would require careful calibration every time a new document is placed
on the graphics tablet. Further, it is impossible to automatically distinguish between
different documents or individual pages within a document.

Instead of using a complete graphics tablet, there exist some clip-on solutions
such as the Pegasus Mobile NoteTaker or the Seiko InkLink Handwriting Sys-
tem that can be attached to a paper document. These clip-on devices have two or
more reference points which continuously measure the distance to a special sound-
emitting pen based on high-resolution ultrasonic position detection. Depending on
the pen distance measured from these reference points (based on time-of-flight), the
paper clip-on device can calculate the pen’s position on the paper document via tri-
angulation. An advantage of this clip-on approach is that the position detection pro-
cess is independent of the concrete medium (e.g. paper or transparencies) on which
the pen is used. There are also PaD solutions based on the same ultrasonic (and in-
frared) positioning technique for pen-based interaction and handwriting capture on
large whiteboards or projector screen surfaces, such as the Boxlight MimioTeach
for classroom settings as well as more recent IR-based solutions for tracking pens
on planar surfaces (Maierhöfer et al, 2024).

Another approach is to directly encode positional information on the paper doc-
uments, which can then be decoded by special hardware in the pen to detect its ab-
solute position. In the Paper++ research project, a grid of almost invisible barcodes
(encoding positional information) was printed on paper documents with conductive
silver ink (Luff et al, 2007). A specially developed pen then detected the positional
information encoded in the barcodes by measuring the inductivity. Due to the rela-
tively large size of the barcodes, the resulting pen tracking resolution was not high
enough to capture handwriting and could mainly be used for the pen-based selection
of elements in paper documents to support enhanced active reading.
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A vision-based approach for high-resolution paper-based tracking of a digital
pen has been developed by the Swedish company Anoto in the form of the so-called
digital pen and paper technology (Forster, 2001). Again, positional information is
directly encoded on each piece of paper, but in this case by using a special pattern of
tiny visual dots. One can imagine that there is a virtual grid over a page and the dots
are printed with a small displacement relative to the intersections of the horizon-
tal and vertical lines of the grid. Each dot thus encodes a two-bit sequence defined
by its horizontal or vertical displacement. Multiple dots together (a 6×6 matrix of
36 dots) form a unique sequence of 72 zeros and ones defining a position in a large
virtual document space formed by the 272 possible different combinations. A special
digital pen for the Anoto dot pattern, as illustrated in Fig. 2(d), contains an embed-
ded infrared camera in the pen nib to track the pen’s movement on the paper surface
based on the detected dot pattern. The pen further captures additional information
such as the pressure on the pen tip, its orientation and tilt. Over the years, various
Anoto pens have been manufactured by Livescribe, Maxell, LeapFrog, Logitech or
Anoto themselves. Some of these digital pens store information on the pen, while
others can also stream the positional information to a third-party device in real time.
Further, some digital pens, such as the Livescribe WiFi Smartpen, can also record
and replay hours of audio and cross-index the recorded audio with the captured
handwriting. Compared to other solutions, the digital pen and paper approach is
highly portable and always returns an absolute pen position, further allowing the
identification of different documents and individual pages within these documents.
Various models and frameworks have been investigated for mapping paper docu-
ments to their corresponding digital representation (Weibel et al, 2007). Note that
the Anoto pattern can also be printed on large projection surfaces for high-precision
digital pen tracking as realised by we-inspire (later acquired by Anoto). There has
also been some research to integrate the pattern into existing computer screens to
enable the tracking of a single pen on paper as well as on screen surfaces (Hofer and
Kunz, 2010). The Neo Smartpen uses a similar approach to Anoto’s digital pen and
paper technology, where each page is encoded with the Ncode pattern and a camera
in the pen reads the pattern to detect its absolute position within a page.

2.3 Interface and Interaction Styles

The original pen-based interaction on computer screens via Sutherland’s Sketchpad
graphical user interface introduced pen-based direct object manipulation, taking full
advantage of hand-eye coordination to offer familiar forms of interaction. As we
have seen earlier, over the last six decades many new hardware solutions for the
tracking of pen input on digital devices as well as on paper documents have been
developed, offering new opportunities for pen-based interaction. In the following,
we highlight some of the past and ongoing research for new forms of pen-based
interfaces and interactions.
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The pen as a graphical input device has been characterised and compared to other
input devices such as the mouse or touch screens in the three-state model of graphi-
cal input by Buxton (1990). A pen can be used for various things, including the input
of textual data via some handwriting recognition service, the creation of sketches
and drawings, the annotation of existing content, the execution of gestured-based
commands or just as a pointing device to replace regular mouse input. Therefore,
a major challenge in the design of pen-based interactions and user interfaces is the
mode switching where the pen is either used as a mouse replacement (pointing de-
vice), as a gesture input device to execute some commands, a general inking device
for drawings and sketches or as a text input device via handwriting recognition. In
many cases, we want to support some explicit mode switching (e.g. between text
input and gesture-based commands), which can for instance be realised via some
dedicated buttons on the pen or by making use of some of a pen’s input features
such as pen pressure, tilt or pen rolling (rotation). Rather than controlling the mode
via the pen, it might also be defined by specific parts of the interaction surface. For
example, for a form shown on a tablet computer, we might implicitly switch to text
input mode as soon as the pen is used in one of the form input fields. Another possi-
bility is that a pen might switch modes after some timeouts, such as switching back
to a default mode if the pen has not been used for a specific period of time. However,
such timeout-based mode switches should be used carefully since users might get
confused by not being aware of these implicit pen mode switches.

Some pen input features that could also be used for mode switches, including
pressure, tilt or pen rolling, have been further investigated for different types of
pen interactions. While the pressure on a digital pen’s tip can of course be used to
vary the thickness of a generated digital ink trail, it might for instance also be used
to simultaneously indicate both the selection and action on an object in the form
of the pressure marks described by Ramos and Balakrishnan (2007). Also the tilt
of a pen can be used to, for example, choose between different menu items on a
screen when designing pen-based interactions (Xin et al, 2011). Finally, pen rolling
might serve as an additional input channel for rotating selected objects or as a pen-
based alternative to a mouse scroll wheel (Bi et al, 2008). In addition to these more
natural pen input features, we can also experiment with new input features for pen
interaction that are not offered by traditional pens, such as the bending of a pen
that has been investigated for stroke width control or the use of radial menus in the
FlexStylus prototype (Fellion et al, 2017).

When entering text with a pen-based interface, we often apply some handwriting
recognition. In contrast to traditional offline optical character recognition (OCR),
pen-based interfaces provide additional temporal stroke information, which can be
used in so-called online handwriting recognition to achieve better recognition rates.
In addition to the recognition of handwritten text, pen-based interfaces often also
make use of specific pen-based gestures such as the Microsoft Application Ges-
tures (Microsoft, 2021) for specific commands (e.g. by drawing a curlicue gesture to
delete the selected text in a document). In order to support customised pen gestures,
there exist several frameworks and toolkits, including the general iGesture gesture
recognition framework (Signer et al, 2007), as well as different gesture recognition
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algorithms (Magrofuoco et al, 2021). Apart from recognising handwriting or gesture
input, we might also want to recognise domain-specific sketches as, for example,
supported by the LADDER sketching language for user interface developers (Ham-
mond and Davis, 2005).

An important factor in pen-based user interfaces is the real-time feedback pro-
vided based on a user’s pen input. While it is easy to provide visual feedback
when the pen is used on a screen surface or in combination with a separate screen
(e.g. when using a graphics tablet), the delivery of feedback becomes more chal-
lenging if the user interface does not consist of a screen, as often seen in pen-and-
paper (PaP) solutions. In this case, a first possibility is to use some output channels
that might be offered by digital pens, including auditory feedback or vibration as
outlined by Liao (2009) when discussing so-called pen-top feedback. Some digital
pens might also have integrated LEDs or even a small LCD display which can also
be used for basic forms of feedback. With the steady miniaturisation of laser pro-
jectors, in the future it might even be possible to integrate a projector into the pen
and enable a direct projection of digital information and augmentation of physical
documents as proposed in the PenLight prototype by Song et al (2009). Another
possibility is to directly integrate the possibility for feedback into paper documents
(e.g. illumination of areas) based on emerging paper-based electronics and novel
thin-film segment-based display technologies as demonstrated in the IllumiPaper
research prototype (Klamka and Dachselt, 2017). However, note that this fusion of
regular paper documents and printed electronics might affect some of the original
affordances of paper documents.

While in early pen-based user interfaces the pen was used to navigate standard
menus, new graphical widgets were introduced to simplify the pen-based control
of menus and other interface elements. Marking Menus are one of these graphical
widget elements enabling users to access items from a pop-up radial menu or by
just drawing a mark in the direction of a menu item’s recalled location that users
might learn over time by using the radial menu (Kurtenbach and Buxton, 1994).
These pen-based interactions with widgets can not only happen when the pen is
tracked on the surface but also when moving the pen above the display surface as,
for instance, realised in Hover Widgets for replacing interface elements that might
not offer convenient pen interaction (Grossman et al, 2006).

Over the years, various pen pointing techniques for larger surfaces such as table-
tops and wall displays have been developed, including Pick-and-Drop, Push-and-
Pop or Bubble Radar (Aliakseyeu et al, 2006). Multi-user interaction with large wall
displays or digital whiteboards introduces new challenges in terms of the shared
user interface and innovative ideas for multi-device interaction where users can se-
lect items on a handheld computer and transfer them to a shared digital whiteboard
via some pick-and-drop operation (Rekimoto, 1998).

Some of the pen-based input techniques for pen-and-device interaction can also
be applied to pen-and-paper solutions as, for example, seen with the pigtail com-
mand type delimiter used in the PapierCraft digital pen and paper prototype, com-
bining pigtail menus with real-time pen-top feedback (Liao, 2009). A general model
for pen and paper interaction taking into account the characteristics of pen and paper
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user interfaces (PPUIs) has been introduced by Steimle (2012). The model separates
the semantic (what) and syntactic (how) level of an interaction and defines some
core interactions of the CoScribe platform for collaborative paper-based knowledge
work. The design of pen and paper interfaces offers less control over a user’s inter-
actions since there is a lack of a transactional operation concept as manifested in
graphical user interfaces (GUIs) in the form of modal dialogues (Signer and Nor-
rie, 2010). Note that pen-and-paper as well as pen-and-device interactions are often
combined with other modalities and extensive research has been conducted in the
domain of multimodal speech and pen interfaces (Cohen and Oviatt, 2017). While
introducing various challenges in terms of multimodal fusion, these pen-based mul-
timodal user interfaces are promising for application domains like learning, since
the expressively powerful interfaces can stimulate cognition and learning.

Another modality that has been thoroughly investigated is the use of touch, which
is usually present in traditional pen and paper interaction, with the non-dominant
hand holding or fixating the paper document. The Focus+Context environment has
been introduced by Hahne et al (2009) for the combined use of pen and touch in
sketching activities. Thereby, a high-resolution pen-enabled display is placed and
tracked on a multi-touch tabletop. While a user is sketching on the focus area shown
on the screen, the non-dominant hand can be used for touch gestures on the table-
top surface as part of the bimanual interaction. Similar bimanual interaction can
also be directly offered on interactive tabletop surfaces, with the non-dominant pos-
ture being used to select different pen modes and the pen-holding hand articulating
different document editing transactions, thereby offering experts an alternative to
widget-based document editing (Matulic and Norrie, 2013). Pfeuffer et al (2017)
investigated new techniques for bimanual thumb and pen interaction on modern
tablets and discussed some new interface elements. By applying additional sensing
techniques (e.g. for detecting different pen grips) for pen and touch interactions on
a tablet, it is further possible to support context-sensitive tools such as a magnifier
tool for detailed stroke work (Hinckley et al, 2014). An issue that often has to be
addressed in pen and touch-based interactions is preventing accidental touch inter-
action (e.g. via, palm rejection) while still recognising intentional touch gestures.

Several other factors in the design of pen-based interfaces might significantly in-
fluence the user experience. For natural pen-based interactions, it is essential that
there is minimal latency between a user’s pen input and the system’s response by,
for instance, rendering the strokes. The accuracy and precision of pen input are fur-
ther influenced by the chosen PaD or PaP technology and might affect the quality of
potential subsequent digital ink processing, including stroke beautification or hand-
writing recognition. Finally, also the design of digital pens, including factors such as
the pen weight, battery life, grip comfort or button placement and overall aesthetics,
can enhance the user experience in pen-based interaction.
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2.4 Application Domains

One of the first applications of pen-based input was the verification of remote signa-
tures as already performed with the telautograph in 1888. However, while signatures
produced by regular pens result in a static image which might be copied with some
training, the use of online pen strokes in combination with additional input modali-
ties offered by some digital pens, such as pressure, tilt and pen rolling, makes it al-
most impossible to reproduce a signature that has been captured with this additional
metadata and digital pens are therefore used for signature verification solutions.

A main application domain of PaD and PaP technologies is notetaking. In a recent
study by Mueller and Oppenheimer (2014), it has been shown that in educational
settings, pen-based notetaking has some advantages over taking notes on a laptop.
Students who took their notes with pen and paper performed better on conceptual
questions than students who used a laptop computer for notetaking. It seems that
laptop notetakers more often transcribe content rather than process information and
reframe it in their own words, which would be beneficial for learning. Further, a re-
cent study by Van der Weel and Van der Meer (2024) revealed that handwriting (but
not typewriting) leads to widespread brain connectivity. Dynomite by FX Palo Alto
Laboratory (FXPAL) is a pen-based electronic notebook that has been designed for
capturing and retrieving handwritten notes and audio recordings. Any notes writ-
ten on the digital screen can be linked and augmented with audio recordings and
further be annotated with special properties such as names or URLs to further clas-
sify the handwritten information for later retrieval. Later, special tablet computer
applications such as InkSeine were developed for active notetaking, where the pen-
based notetaking interface is combined with in-situ search functionality, enabling
fast and flexible workflows where users can freely interleave inking, searching and
the gathering of content (Hinckley et al, 2007). PaD and PaP technologies might
also enable the design of more natural user interfaces for specific domains, such as
writing mathematical expressions in maths, drawing chemical formulas, musical no-
tation or the annotation of maps by cartographers and geographers. More recently,
there are also pen-based e-ink tablet solutions such as the Remarkable 2, aiming at
providing long battery life, a writing surface offering a paper-like tactile writing
and sketching experience and running no other applications that might disturb and
interrupt the notetaking or sketching experience. Further, professional software for
pen-based sketching, such as Autodesk SketchBook—a paint application specifi-
cally designed for sketching and capturing hand-drawn ideas with all the sensitivity
of drawing with pencils, pens, and markers on paper—has been introduced.

Of course, also various pen and paper-based notetaking solutions have been de-
veloped over the last two decades. The Audio Notebook by Stifelman et al (2001)
is a multimodal pen and paper-based notetaking solution. A paper document is
placed on top of a digitising tablet and a user’s handwritten notes are automati-
cally synchronised with some optional audio recording, with the notes later serv-
ing as a fast index to retrieve parts of the recorded audio. A similar idea was
commercialised by Livescribe with the digital pen and paper technology-based
Livescribe WiFi Smartpen, which can store up to 200 hours of audio recordings on
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the pen, cross-index the captured handwriting with the audio recordings and trans-
fer the information to a computer. Other digital pen and paper notetaking solutions
offer enhanced natural notetaking and advanced forms of intelligent ink data pro-
cessing (Ispas, 2011). Further, notetaking solutions for specific domains, such as the
ButterflyNet application for field research enabling the integration and synchroni-
sation with pictures and samples collected while conducting some fieldwork (Yeh,
2007) or the prism hybrid laboratory notebook (Tabard, 2009) have been developed.
Pen and paper-based collaborative remote sketching with real-time communication
has been investigated in the PaperSketch prototype by Weibel et al (2011).

Different applications have also been realised for the DigitalDesk and its succes-
sors and a mobile version based on similar ideas has been presented with a-book,
a solution based on a graphics tablet with a paper overlay for the writing capture
and a PDA acting as a digital interaction lens between digital and paper docu-
ments (Mackay et al, 2002).

The next class of applications does not focus on notetaking but enables active
reading and annotations. PaperProof supports the proofreading and pen-based cor-
rection of paper documents (Weibel, 2009). These pen-based corrections are au-
tomatically translated into the corresponding digital document edits and multiple
users’ concurrent editing of the digital and physical document versions is supported.
Paper Augmented Digital Documents (PADD) and PapierCraft in particular, offer
new interface and interaction elements as well as different forms of pen-based feed-
back to manipulate and edit documents either digitally or based on digital pen and
paper technology (Liao, 2009). The PLink prototype enables the creation of links
from paper to digital resources (e.g. websites) via pen interactions, whereas the
CoScribe framework supports pen and paper-based cross-media knowledge work
across documents (Steimle, 2012). ActiveInk allows for natural pen use in active
reading behaviour while supporting analytic actions by activating any of these ink
strokes and thereby enabling users to seamlessly transition between data exploration
and the externalisation of their thoughts by using pen and touch (Romat et al, 2019).
The texSketch prototype combines pen-and-device interactions with natural lan-
guage processing to reduce the costs of active diagramming for knowledge external-
isation while reading a text and maintaining the cognitive effort necessary for com-
prehension (Subramonyam et al, 2020). As mentioned earlier, active reading is fur-
ther supported by learning platforms for children, including tiptoi or the LeapReader
reading and writing system.

Pen-based solutions are also used for various interactive whiteboard and tabletop
solutions such as in Livenotes where cooperative notetaking as well as the sharing
of notes and annotation of slides in classroom settings is supported via a shared
whiteboard in combination with pen-based input on tablet computers (Kam et al,
2005). The sharing of information on a large whiteboard and the annotation of slides
on individual tablet computers has also been studied to enhance several Computer
Science courses (Berque et al, 2004). Further, pen and touch interactions for white-
boards have been investigated to offer more natural forms of information visuali-
sation by Walny et al (2012). In their Tivoli application, Moran et al (1997) pro-
posed pen-based interaction techniques enabling groups of users to easily organise
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and rearrange material on the LiveBoard whiteboard in informal meetings. The col-
laboration on pen-enabled whiteboard solutions, such as in brainstorming sessions
or collaborative sketching, can be enhanced by supporting multiple pens (possibly
with different colours). A collaborative tabletop environment has been realised in
the Shared Design Space project, where users can perform pen-based annotations
on digital documents and paper printouts (Haller et al, 2006). Thereby, virtual and
paper-based drawings are overlaid with digital information in a single information
space to support the design process. A similar form of mixed reality workspace is of-
fered in HoloDoc by augmenting physical documents with digital information based
on interaction with a Neo smartpen and a Microsoft HoloLens for visualisation in
the resulting augmented reality environment (Li et al, 2019).

Pen-and-paper-based solutions can not only be used for notetaking and the paper-
based capturing of information, but also represent user interfaces for digital appli-
cations and services. For instance, PaperPoint is a digital pen and paper-based user
interface for controlling and annotating PowerPoint presentations based on printed
handouts (Signer and Norrie, 2007) as shown earlier in Fig. 2(d). Various other in-
teractive paper solutions, including the interactive and multimodal EdFest festival
guide (Norrie et al, 2007) for the Edinburgh Fringe Festival, the Lost Cosmonaut
storytelling application (Vogelsang and Signer, 2005) or the Generosa Enterprise
art installation, have been presented by Signer (2005).

3 Challenges and Future Directions

We have presented different technologies for pen-and-device (PaD) as well as pen-
and-paper (PaP) solutions together with some of their advantages and limitations.
We have further outlined various interface and interaction styles and discussed dif-
ferent pen-based applications and application domains. While pen-based solutions
have been developed for the last six decades, it is only over the last decade that they
found a broader acceptance in the consumer market due to major advances in com-
puting, display and pen tracking performance. In the following, we present some
challenges and future directions for pen-based solutions, partly based on Signer and
Norrie (2010).

Device Independence The interaction with pen-based applications should be
decoupled from the underlying device-specific details whenever possible. This de-
coupling enables easy migration of applications when new pen tracking technolo-
gies become available and the same PaD or PaP technology can be used across many
different applications. It might further help to address the problem that users have to
carry multiple pens and remember which pen is working with which application or
device, a problem that is currently encountered with digital pen and paper solutions
where individual pen brands are limited to working with specific applications only.
Ideally, a single pen should work across different applications and might even be
used for cross-device interactions.
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Cross-Platform Consistency Consistent pen behaviour across different plat-
forms such as tablets, laptops and interactive whiteboards can improve the user ex-
perience due to familiar interactions. The standardisation of pen input APIs, gesture
recognition and ink rendering across platforms might help to address the issue of
cross-platform consistency.

Digital Pen Design The future adoption of pen-and-device as well as pen-
and-paper solutions also depends on the pen design, including aesthetics and er-
gonomics, the pen’s weight and weight balance, its battery life, grip comfort and the
tactile writing sensation when used on paper or device surfaces.

Digital Ink Abstraction and Processing While there exist standards for digital
ink representation such as the Ink Markup Language (InkML) (Chee et al, 2011),
many existing pen-and-device as well as pen-and-paper solutions still rely on propri-
etary formats for captured pen input data. Open and standardised data formats can
not only help to exchange information across applications but also support the inte-
gration of captured pen data with other types of media to enable general cross-media
workflows. Recent advancements in deep neural networks will further have a future
impact on digital ink processing, including gesture and handwriting recognition, the
reduction of latency in stroke rendering and new forms of palm rejection.

Interaction Design Pen-based interaction differs significantly from traditional
graphical user interfaces. For instance, for most pen-and-paper interfaces there are
the previously mentioned limitations for visual feedback and there is a lack of a
transactional operation concept as manifested in GUIs in the form of modal dia-
logues. Similar to gesture-based interfaces, there is the risk that each pen-based
application defines its own interface and interaction styles, making it challenging
for users to work with different pen-based applications. Some standardisation of
these interfaces and interaction styles for pen-and-device as well as pen-and-paper
solutions could enhance the adoption of pen-based applications and devices.

Collaborative Pen-based Workflows The support of collaborative work where
pens are used across multiple devices and surfaces is challenging. Future research
might further investigate the real-time synchronisation and seamless sharing of
handwritten content in collaborative environments where multiple users can co-
create, annotate and edit content based on PaD and PaP technologies.

Given the recent developments in new display and pen tracking technologies for
pen-and-device as well as pen-and-paper solutions, in combination with emerging
solutions for augmented reality environments such as the Microsoft HoloLens 2,
there are new opportunities for pen-based document interaction as well as the dig-
ital augmentation of pen-based workflows as demonstrated in the HoloDoc pro-
totype (Li et al, 2019). These augmented reality-based solutions might enable the
realisation of future cross-media information spaces (Signer, 2019) where users can
seamlessly move between digital and physical information and have the flexibility to
easily switch between input devices (e.g. keyboard, pen or touch) or combine differ-
ent modalities depending on whatever best fits their current task and given context,
paving the way for more seamless and versatile pen-based interaction experiences.
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