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Abstract

This master thesis presents a method for integrating multiple data sources from the field of
toxicology into a knowledge graph and linking it with the TOXIN knowledge graph to facilitate
the hazard assessment of new compounds. The proposed method uses a hybrid approach,
combining an ontology and Linked Data to capture the granularity of the toxicological domain
and provide a consistent representation while maintaining the flexibility of Linked Data. The
ontology used in the method is the ToXic Process Ontology (TXPO), which offers a structured
and reliable representation of the relationships between toxicological processes. The method
also incorporates the use of named graphs and provenance information to store different
opinions on data and track the integration of different sources. The feasibility and utility of the
proposed method for building the knowledge graph are demonstrated through the development
of a prototype, the TOXIN enriched knowledge graph (TEKG). Finally, this project illustrates
the potential value and usefulness of a knowledge graph such as TEKG for improving access
to relevant information, offering a satisfactory representation of the toxicological domain and
supporting domain-specific tagging mechanisms.
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Chapter 1

Introduction

The field of toxicology plays a crucial role in protecting human health and the environment by
identifying and assessing the potential risks posed by chemicals. This is often done through the
use of toxicology tests, which can provide valuable information about the potential effects of a
chemical on living organisms. However, the process of hazard assessment can be complex, as
the underlying biological processes are diverse and sometimes not well understood. It involves
gathering and evaluating data from multiple sources, including chemical structures, toxicology
tests, and biological knowledge. In this thesis, we present a method for integrating multiple
toxicological data sources into a centralized structure and finding relations among the data they
contain, in order to facilitate hazard assessment for toxicologists.

1.1 Context

1.1.1 Toxicity Testing

Toxicity testing is a field of study that aims to understand the potentially harmful effects of
chemical compounds on living organisms. It is an important part of the process of regulating
substances that humans and other living being may be exposed to. [21] There are three main
toxicity testing methods: in vivo, in vitro, and in silico.

In vivo toxicity testing involves exposing living animals to a substance to observe its effects
on their health and behavior. In vitro toxicity testing, on the other hand, involves conducting
experiments on cells or tissues that have been removed from a living organism. This method
allows for more controlled conditions, as it eliminates the influence of other body systems on
the effects of the substance being tested.
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In silico toxicity testing involves the use of computer models to simulate the effects of a
substance on a living organism and how a living organism interacts with a substance. This
method relies on mathematical and statistical models, as well as data from in vivo and in vitro
studies, to predict the toxic effects of a substance. Although in silico toxicity testing has made
significant advances, it is not yet a universally applicable method for accurately and consistently
predicting safety of new compounds and must be used in combination with other methods. [45]

Toxicity testing is used for risk assessment of new compounds, i.e., “the process of gathering
all available information on the toxic effects of a chemical and evaluating it to determine the
possible risks associated with exposure.” [19] It has four steps:

1. Hazard identification: task to identify the potential hazard of the new compound to
determine whether the compound is toxic.

2. Hazard characterization: when the previous step gives evidence of hazard, this step
tries to determine the dose at which harmful effects are caused by the compound. The
combination of this task and the previous one is called hazard assessment.

3. Exposure assessment: the process of estimating the amount of a toxic compound that an
individual is exposed to, and the frequency, duration, and intensity of that exposure.

4. Risk characterization: the process of evaluating and interpreting the results of the three
previous steps to determine the nature and likelihood of adverse health effects in humans
or the environment that may result from exposure to the compound.

1.1.2 Toxicological Ecosystem

The toxicological data ecosystem1 includes a diverse range of stakeholders, including regulatory
agencies, industry, research organizations, and consumer advocacy groups. These stakeholders
interact with one another in various ways, including through the development of toxicological
data and risk assessments, the establishment of regulatory standards and guidelines, and the
dissemination of information to the public.

All of these stakeholders have different purposes and operate within a complex and often
dynamic environment. Therefore, the toxicological data ecosystem is heterogeneous and varied.
It offers a large collection of data from multiple data sources, but these sources use different
conventions, are built from similar but sometimes slightly different knowledge, and evolve

1Or toxicological ecosystem for short.
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differently over time. For these reasons, there is a range of challenges and uncertainties in order
to navigate through the toxicological ecosystem effectively.

1.1.3 3R Principle

The 3R principle is a guiding principle and stands for "Replacement, Reduction, and Re-
finement." The principle aims to minimize the use of animals in research and testing, while
still ensuring that high-quality scientific research can be conducted in order to protect human
health and the environment with the same confidence as with animal testing. It encourages the
replacement of animal testing with alternative methods whenever possible, the reduction of
the number of animals used in research, and the refinement of research methods to minimize
any suffering or stress to the animals. The 3R principle is an important ethical consideration in
the field of toxicology, as it aims to balance the need for scientific progress with the ethical
treatment of animals.

In the context of risk assessment, a recent directive [12] put forward by the European
Parliament largely restricts to use of animals for the development of new compounds, especially
for cosmetics, where the use of animals is now forbidden. Therefore, new methods have to be
developed for risk assessment based on in vitro or in silico testing. To reach this goal, the huge
toxicological ecosystem should be able to provide information to have a better understanding of
the biological processes behind the effects observed in the different tests, and make the bridge
between in vivo tests, on one hand, and in vitro and in silico tests on the other. The challenge is
to be able to access and analyze relevant data efficiently in the toxicological ecosystem.

1.1.4 TOXIN Project

Since the EU directive on animal testing, no new compounds have been validated to be used
for cosmetics. Therefore, developing alternative methods for evaluating the safety of chemicals
that do not involve animal testing is critical for developing better cosmetics in the EU. In this
context, the TOXIN project aims to develop non-animal based, human-relevant methods for
evaluating the effects of exposure to toxic substances. TOXIN is composed of IT experts, law
experts, and toxicology experts, which will be called “domain experts” in this thesis.

For this purpose, the TOXIN project intends to develop methods that use in vitro or in silico
testing, based on relevant information from the toxicological ecosystem. As the majority of the
human understanding about the toxic effects of different chemicals is based on animal studies
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[19], TOXIN is developing a knowledge graph that gathers information about in vivo tests,
described in documents dossiers issued by the Scientific Committee on Consumer Safety2 about
cosmetic ingredients included in the Annexes II, III, IV, V and VI of the European Cosmetics
Regulation.

This thesis contributes to the TOXIN knowledge graph and is the continuation of an
internship with the TOXIN project. The detail of this internship is presented in Appendix A.

1.2 Problem Statement and Challenges

Although in vivo testing is now strongly restricted, the accumulation of toxicological data
through animal testing has provided valuable information about the safety of chemicals and
their potential effects on humans. The key for using more ethical testing methods as in vitro
or in silico is to have a better understanding of the toxicological domain, through previous
in vivo data and the large toxicological data ecosystem. To reach this goal, tools need to be
developed in order to efficiently access and compare relevant data. The adoption of ontologies
to build toxicological knowledge graphs allows one to integrate diverse data into a coherent
and meaningful framework in order to generate new scientific understanding [7], and helps for
the development of predictive toxicological applications [25].

In particular, hazard assessment involves identifying sets of evidences that demonstrate the
presence of toxicity hazards after a toxicity test. These sets of evidences are used to prove the
existence of a toxicity hazard and are often well-defined for in vivo tests. However, they are not
as well-defined for in vitro tests. This thesis aims to help toxicologists with hazard assessment
by bringing together multiple sources of toxicological information into a knowledge graph to
facilitate the development of methods for identifying strong toxicity evidences through in vitro
tests. By doing so, we hope to improve the ability to assess toxicity hazards in new compounds.
The resulting research question is: Starting from the in vivo data in TOXIN, how could
information from the toxicological ecosystem be integrated into a knowledge graph to
facilitate hazard assessments of new compounds? In other words, the research has four
parts:

1. Identify potential data sources to integrate.

2https://health.ec.europa.eu/scientific-committees/scientific-committee-consumer-safety-sccs_
en

https://health.ec.europa.eu/scientific-committees/scientific-committee-consumer-safety-sccs_en
https://health.ec.europa.eu/scientific-committees/scientific-committee-consumer-safety-sccs_en
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2. Assess whether these resources can be integrated and how to integrate them into a
knowledge graph.

3. Propose and implement a method for organizing and integrating these sources into a
knowledge graph.

4. Develop a prototype on top of the knowledge graph to demonstrate and discuss its utility.

The research was conducted with the guidance of a domain expert in order to have insights
into the needs in their field and the added value of each dataset that we could integrate. Several
challenges must be taken into consideration:

• Granularity: The granularity of the toxicological domain can vary widely, depending
on the specific focus of a particular study or research area. Some data may be at a very
detailed level, explaining the study of the molecular and cellular mechanisms of toxicity,
while others may refer to more broad-scale effects, such as the impact of toxic substances
on entire ecosystems. Overall, the granularity of the toxicological domain reflects the
complexity of the subject matter and the wide range of factors that can influence the
toxicity of a given compound.

• Interpretation: There is no absolute knowledge of the toxicological domain. Different
studies or different experts can have different opinions about a subject, and there could
be contradictions between the different data sources. Therefore, some knowledge about
the toxicological domain can never be certain, and the different interpretations should be
taken into account.

• Big data: One of the main problems with big data in the toxicological ecosystem is
the sheer volume and variety of data, which can make it difficult to store, manage, and
analyze effectively. Additionally, there may be issues with data quality and heterogeneity,
as well as the need to ensure privacy and security when handling sensitive health and
environmental information.

• Skill gap: Working with domain experts who have different skills and approaches to
problem-solving can be challenging. The key is to find a way to effectively collaborate
and share knowledge in order to find the best solution to the problem at hand.

1.3 Methodology and outline

The methodology used to achieve this work is inspired by the guidelines of the Design Science
methodology as presented by [28], i.e., design as an artifact, problem relevance, design by
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evaluation, research contribution, research rigor, design as a search process, and communication
of research.

The guideline entitled “communication of research” is followed all throughout this thesis to
explain the work achieved for this thesis. The structure of the report is as follows:

• Chapter 1 - Introduction: Presentation of the context, the research question and the
challenges of the problem. This chapter assesses the problem relevance of the work.

• Chapter 2 - Background: Brief introduction to data modeling with graphs, overview of
the knowledge graph data model, and presentation of techniques to build and maintain
knowledge graphs.

• Chapter 3 - Related work: Introduction of previous work on developing more ethical
methods for hazard assessment of chemical compounds, and discussion about related
research on knowledge graph construction and enrichment, as well as applications in
various fields.

• Chapter 4 Method and implementation: This chapter covers the method developed for
this thesis and describes the structure and implementation of a prototype that instantiates
this method. This follows the design as an artifact guideline.

• Chapter 5 - Evaluation: Demonstration and discussion of the utility and functionality
of the method along with the prototype. This chapter follows the guidelines’ design by
evaluation, research rigor and design by a search process.

• Chapter 6 - Potential applications: Presentations of the potential usages of the method
and the prototype developed in the field of toxicology. The chapter presents the research
contributions.

• Chapter 7 - Conclusion: Summary of what was done in this thesis, highlighting the
principal achievements and quick overview of some potential future work from this
thesis.



Chapter 2

Background

The problem addressed in this thesis is part of the field of data management (DM), i.e., “the
practice of collecting, keeping, and using data securely, efficiently, and cost-effectively.” [40]
More precisely, the processes involved are data modeling and data integration for creating a
knowledge graph (KG).

This chapter starts by introducing the basics of data modeling with graphs. Then, it gives
an overview of knowledge graph systems and their architectures. Finally, it presents how a KG
is constructed and maintained, and the role played by data integration.

2.1 Data Modeling

“Data modeling is the process of creating a visual representation of either a whole information
system or parts of it to communicate connections between data points and structures.” [31] In
graphs, these connections are represented with nodes and edges where nodes are entities and
edges are relationships.

2.1.1 Data Graphs

A triple is the combination of a subject, a predicate, and an object < s, p,o > and it can be
used to represent a relationship between entities. A triple or set of triples can be seen as a
directed edge-labeled graph also called data graph G where subjects and objects are nodes,
and predicates are edges. Fig. 2.1 shows an example of a triple and the relationship it represents.
On the left, there is a sentence in natural language. This sentence is then represented by a
relationship in the form of a triple in the middle. And finally, on the right, the triple is in the
form of a graph.
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Fig. 2.1 Example of a triple and the relationship it represents in the form of a triple.

Sometimes, a data graph can be identified by a “name.” Formally, such named graph is
represented by a pair (n,G) where G is a data graph and n is the “name” of the graph. Named
graphs can be gathered into a graph dataset D = (GD,N) where GD is the default graph and N
is a set of named graphs with distinct names (the set can be empty). [29] Therefore, a graph
dataset is not composed of triples but rather by quadruples (or quads) < g,s, p,o > where g is
the “name” of the graph and < s, p,o > is the triple, as previously.

The Resource Description Framework (RDF) [59] allows one to represent triples or quads
with RDF statements. These statements can be expressed with the Turtle [44] syntax. A set
of triples expressed in RDF is called a RDF graph where each entity is represented by an
IRI1, a literal or a blank node. A “name” in the form of an IRI can be assigned to an RDF
graph to identify it, and a set of RDF named graphs is called a RDF dataset (equivalent to
the graph dataset). RDF graphs and RDF datasets can be queried through SPARQL queries. [50]

When an IRI is looked up, a description of the entity it represents can be returned in the
form of RDF, allowing RDF graphs to link to and reference related entities described in external
RDF graphs. This interconnected network of Linked Data allows for the creation of a global
graph that can be accessed and shared by a wide range of applications and users. [29]

2.1.2 Ontologies and Vocabularies

Data graphs are a powerful tool for representing relationships between data elements, but
sometimes the goal is to represent more complex, semantically rich relationships. In these
cases, it can be helpful to use more structured tools such as vocabularies and ontologies to
provide mechanisms for representing the semantics of the relationships within the data graph.
By using these tools, it is possible to create data graphs that are more expressive and meaningful,
and that can be more easily understood and used by others. [6]

A vocabulary can be represented with RDF Schema (RDFS) [24]. RDFS is an extension
of RDF. RDFS provides a set of new mechanisms to represent classes, hierarchical relations,

1An IRI or Internationalized Resource Identifier uniquely identifies an entity. Its format is similar to URLs.
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and other features. We can use RDFS to represent class hierarchies, relation hierarchies, and
the relationships between classes. RDFS is meant to infer implicit information from explicit
information. For instance, if a graph contains <Garfield, is of type, Cat> and <Cat, is a subclass
of, Animal>, then an RDFS reasoner can infer that <Garfield, is of type, Animal>. While
already powerful and often used, it does not support complex reasoning tasks such as: checking
whether classes can have instances, whether there are contradictions in the model or the data,
etc. To support these tasks, we need ontologies and ontology languages.

The concept of ontology is thus larger. It refers to “an explicit specification of a concep-
tualization where a conceptualization is a structured interpretation of a part of the world that
people use to think and communicate about the world.” [3] In other words, an ontology aims
to model a domain with as much precision as possible. To achieve that goal, more precise
mechanisms are needed. The Web Ontology Language (OWL) [49] provides tools to represent
rich and complex relationships between entities. An ontology expressed in OWL has several
useful properties [34]:

1. Extensible and customizable: it is easily possible to add or modify some parts of an
ontology.

2. Shareable: well-designed ontologies can be re-used and combined to obtain a larger,
more complete representation of a domain.

3. Inter-operable: because of their standard format, they can be shared between systems.

4. Machine-readable: it can be understood and interpreted by a computer program.

OWL is based on a decidable subset of first-order logic that is capable of expressing a
wide range of relationships and axioms. It can be used for many complex reasoning tasks,
such as relationship inference, consistency checking, classification and explanation generation.
However, there are certain types of axioms that OWL is not able to model. Rule languages
based on Horn clauses, such as Datalog [46], allow for the definition of a broader range of rules,
but do not provide support for reasoning tasks beyond inference and are not designed to be
compatible with OWL. The Semantic Web Rule Language (SWRL) [30] is another option that
allows for the definition of several rules that can be added to an ontology, and it is compatible
with OWL. It is important to be careful when using these rules, as they can make the reasoning
process intractable if not used carefully.

A controlled vocabulary provides a consistent way to gather information based on a well-
defined organization. For example, [39] is a controlled vocabulary in the form of guidelines to
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deposit on the Digital Repository of Ireland. These guidelines help to integrate new information
into the general repository by giving predefined constraints that the information’s structure
must satisfy, e.g., author fields are “free strings”, but they impose a controlled format so that
the DRI platform can process them. The use of ontologies can help in the construction of
controlled vocabularies by defining constraints through axioms. To resume, vocabularies are
lightweight ontologies that only define basic axioms, and a controlled vocabulary provides an
organization to represent information and can be expressed with an ontology.

2.1.3 Provenance Ontology

Provenance information describes the origin and history of entities in a database. Such infor-
mation is important to explain how the data was obtained and it can be used to add value to the
data and to help verify its integrity, especially with online data that can be manipulated by a
variety of different people. [10]

Provenance ontologies, such as PROV-O [47], are important tools to describe provenance
information of entities in an interoperable and meaningful way. They provide a standardized
framework for capturing the relationships between entities involved in the provenance, which
can be used for various applications. Depending on the context, different depths of provenance
information are needed, i.e., the more complex the provenance information expected to be
represented, the larger the number of entities and relations needed to represent them. To
represent simple provenance information, PROV-O provides a starting point category composed
of three classes and nine predicates. A schema of this category is illustrated in Fig. 2.2.

PROV-O also proposes more complex structures to describe in more detail the provenance
of a knowledge graph, which will not be discussed in this thesis.

2.2 Knowledge Graph

The definition of a knowledge graph (KG) varies slightly from one source to another. [29]
provides a fairly extensive survey of the different definitions of a knowledge graph. In this
thesis, we will adopt their definition, which defines a KG as “a graph of data intended to accu-
mulate and convey knowledge of the real world, whose nodes represent entities of interest and
whose edges represent relations between these entities.” [29] This definition is quite abstract
but it captures well the flexibility of the concept. Concretely, a KG is any graph dataset or
combination of graph datasets. A KG can be built following one or several ontologies. If it is
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Fig. 2.2 The three Starting Point classes and the predicates that relate them. [10]

the case, it will be called an ontology-based KG.

The usage of knowledge graphs to represent information presents two interesting advantages.
Firstly, they efficiently store and integrate large and heterogeneous data sources. Secondly,
they bring additional benefits as input or output to machine learning or artificial intelligence
algorithms. For example, neural language processing or computer vision tasks are often more
efficient with KGs. [9]

2.3 Knowledge Graph System

While the KG refers to the data and knowledge, a knowledge graph system (KGS) encompasses
all the tasks, design decisions, integration, etc., that are needed in the KG’s development,
maintenance, and storage.

2.3.1 Architecture

A popular architecture for designing a KGS is the Abstract Reference Architecture (ARA)
presented in [41]. The architecture is represented in Fig. 2.3.
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Fig. 2.3 Architecture of a knowledge graph project. This image came from [48] and adapted
the Abstract Reference Architecture (ARA) [41].

This is the architecture used in the TOXIN project to develop their knowledge graph, and is
described in [48]. It is divided into three layers: knowledge graph construction, knowledge
storage, and knowledge consumption.

Knowledge Graph Construction Layer

This layer represents the knowledge life cycle, i.e., the cycle through which knowledge is
created, stored, maintained, and shared within an organization. This cycle is composed of
four steps: schema development, data lifting, data annotation, and quality assurance. Schema
Development is the development of the structure and the vocabulary of the KGS, which can
be done through an ontology. Data Lifting involves transforming raw data into semantic data
and interlinking the KGS with other heterogeneous sources, while Data Annotation enriches
the KGS. It contextualizes data points by linking them to their corresponding concept or class
defined in the schema. Finally, Quality Assurance ensures the accuracy of the knowledge
graph. Automation is possible for some tasks, but others require manual intervention. Each
task informs the other to ensure the knowledge graph is up-to-date and consistent.

Knowledge Storage Layer

According to [41], the goal of this layer is to provide storage and access to data. They propose
two approaches to this question. The first one is to keep the data stored “as it is” and design
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some pipelines for accessing it. The second one is to store the data as graphs with a data model
like RDF.

Knowledge Consumption Layer

This layer’s concern is how to access and use the knowledge graph for an end-user. It has two
sub-parts: interpretation and use. The interpretation sub-part is responsible for providing a
summary of the contents of the KG for end-users, in order to help them understand what is
contained in the KG and what types of questions it can answer. The use sub-part focuses on
how to search and query the KG in order to efficiently access the information it contains. This
includes a search mechanism for finding relevant information within the KG, as well as a query
generation and answering process for formulating and executing queries to retrieve specific
pieces of information.

2.3.2 Knowledge Construction and Maintenance

The knowledge construction and maintenance tasks correspond to the first layer of the architec-
ture presented in Sec. 2.3.1. As specified in [41], it is responsible for extracting, integrating,
and extending the KG under a specific schema or vocabulary. In the previous section, we
presented the general architecture of ARA for data management in a KGS. Here the focus is on
a methodology that can be used for the integration of external sources into the KG. To reach
this goal, they describe a general pipeline that follows an iterative and incremental life cycle.
The steps involved in this cycle are represented in Fig. 2.4. Nowadays, the general opinion is
that model-based approaches such as this pipeline are the most adapted for the construction of
a knowledge system. [53] The different steps of the pipeline, as described by the authors, are
presented hereafter.

Specification

The goal of this step is to answer the questions “Why are we building this KG?” and “What
should be in the KG?” For the first question, the basis of an agreement should be reached
between the domain expert and the developer in order to define what the knowledge graph
system should be able to do. This can be done through Competency Questions [23], i.e., natural
language questions that represent the tasks that the KG (or KGS) should be able to complete.
The second question is about the exploration of the available resources. It is interested in the
identification and analysis of possible data sources in order to see if they bring added value to
the KG and if it is possible to integrate them.
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Fig. 2.4 Knowledge construction and maintenance life cycle from [41].

Modeling

Modeling is the task of representing the domain as well as possible. This can be done with the
development of an ontology. For this purpose, reuse is highly encouraged. The modeling should
encompass as much existing structure as possible in order to promote knowledge sharing. This
is an important part of ontological commitment, i.e., an agreement between different agents
to use shared structures and vocabularies consistently and coherently [22]. This guarantees
consistency but not completeness. Therefore some parts of the ontology or sometimes the entire
ontology should be created from scratch, which is the field of ontology engineering.

Data Lifting

The activity of data lifting is to take the sources found in the specification and integrate them
into the KG. This task of data integration has two facets:

1. Transformation: it is the task to transform a data source content into graph data (RDF
triples). There are two requirements: it should be possible to answer the same queries
with the graph data and the original data and the new triples should be compatible with
the schema that is already defined. Several tools exist to support this task like R2RML
[54] or RML [17].
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2. Linking: it is the task to discover links between entities inside the KG or with external
KGs. This can be done manually but there are also tools to do this like Silk framework
[58] or the alignment API [13].

Data Publication

This is the task of making the KG available.

Data Curation

It is concerned with cleaning, maintaining, and preserving data for reuse. It has two steps: the
identification of the mistakes (obsolete links, ...) and the resolution of these errors in order to
keep the KG correct and up-to-date.

2.4 Summary

This chapter first discusses the basics of data modeling with graphs, introducing key concepts
such as triples, named graphs, and RDF datasets. The second part of the chapter discusses
knowledge graphs and knowledge graph systems, including the Abstract Reference Architecture
(ARA) for designing a knowledge graph system, and a methodology for the construction and
maintenance of KGs. The background Chapter provides an overview of the key concepts
and considerations involved in the creation and use of knowledge graphs. These concepts
are necessary for the understanding of the work presented in this thesis. Now that they are
introduced, we will present the existing research and tools related to the research question.



Chapter 3

Related Work

The aim of this thesis is to develop a method for integrating multiple toxicological data sources
into a centralized structure and finding relations among the data they contain, in order to
facilitate hazard assessment for toxicologists. In the life-science domain, the potential of
knowledge graphs has been asserted to build a better understanding of the domain and facilitate
the development of machine learning and AI tools [5].

In this chapter, we will review related work in two areas: existing tools in the toxicological
ecosystem for hazard assessment, and existing work about the construction of knowledge
graphs by integrating and linking multiple data sources.

3.1 Existing Tools for Hazard Assessment

The purpose of hazard assessment is to identify potential hazards and assess the risk they
pose to humans or the environment. The process involves gathering and evaluating data from
various sources, including chemical structures, toxicology tests, and exposure data. As such,
the TOXIN project gathered and organized toxicological data in order to facilitate hazard
assessment.

From this data, there are several approaches to hazard assessment, and various tools have
been developed to support this process. One such tool used by the TOXIN project is the
OECD QSAR Toolbox [16], which is a software application that aims to classify chemicals into
categories based on their structural characteristics and potential toxic mechanisms of interaction.
The Toolbox is designed to support hazard assessment and risk assessment by providing a con-
venient and standardized way to classify chemicals based on their potential hazards. COSMOS
NG [61] is another interesting tool, providing a database of toxicity opinions about several
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chemicals that can be used for hazard assessment, and in silico tools for analyzing toxicity data
and performing analyses such as category formation.

Using tools such as the OECD QSAR Toolbox and COSMOS NG can be an important part
of the hazard assessment process. However, it is important to recognize that these tools are not
always sufficient to accurately assess the toxicity of a chemical. There are a number of factors
that can affect the accuracy of hazard assessments based on these tools, including the quality
and reliability of the data used to train the models, the relevance of the data to the chemical
being evaluated, and the limitations of the tools themselves. If there are limited similarities
between the chemical being evaluated and those for which data is available, or if the available
data is of low quality or was not collected according to established guidelines, the accuracy of
the hazard assessment may be compromised.

In a broader context, there is a growing interest in using in vitro and in silico testing for haz-
ard assessment and supporting the 3R principle. One of the challenges in this area is the need to
develop standardized vocabularies and ontologies that can be used to efficiently represent data
about different toxicology tests [25], including in silico, in vitro, and in vivo tests. The OpenTox
initiative [55] aims to address this challenge by providing a framework for integrating and
analyzing diverse data sources using an ontology, with the goal of improving the predictivity of
toxicology models and supporting decision-making in chemical safety assessment.

OpenTox developed the ToxPredict tool1, which is a web-based platform that uses machine
learning algorithms to predict the toxic effects of chemicals based on their chemical structure
and properties. Although they state that the predictions are computed using various data sources
and different machine learning algorithms, it seems that the predictions are solely based on
existing toxicity tests and classification methods such as QSAR toolbox, without exploiting the
underlying biological processes affected.

Tox21 [57] is a research program that seeks to identify new mechanisms of chemical activity
in cells and use this information to prioritize untested chemicals for further evaluation and to
develop more accurate predictive models of human response to toxic substances. The ultimate
goal of Tox21 is to create comprehensive models of biological interactions in the organism that
can be used to generate high-throughput predictions for risk identification purposes. Therefore,
their purpose is to provide a screening tool that would be able to quickly identify potential

1https://www.opentox.net/library/toxicity-prediction

https://www.opentox.net/library/toxicity-prediction
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hazards amongst a long list of potentially toxic compounds.

The work of this thesis has similarities with Tox21 as it seeks to provide a better under-
standing of the toxicological domain. However, while Tox21 is working to create a tool that can
handle a large volume of work efficiently to efficiently identify existing compounds that could
be toxic, this thesis is focused on creating a tool that can support toxicologists in their work
and help them to provide reliable and accurate results for hazard assessment, while developing
new compounds.

The main objective of this thesis is to find ways to link multiple data sources together
by identifying relationships between the entities they contain. There have been numerous
studies focused on linking different types of entities in the toxicological domain, such as [62]
developing a comprehensive map of disease-symptom relations, [52] developing a method for
representing the organization of human cellular processes in a network and mapping diseases
onto this network, and [42] providing an overview of existing work on integrating genes,
pathways, and phenotypes to better understand the effects of gene mutations. While these
studies have made valuable contributions, they are specific in nature and may not necessarily be
applicable to the broader task of integrating all available data sources. The focus of this thesis
is to integrate all relevant sources together, even if some possible relationships are missed or
may be subject to debate, allowing domain experts to consider them in their analysis.

3.2 Related Work on Knowledge Graph Enrichment and
Data Integration

The management and integration of heterogeneous data sources into a single, centralized model
is a common problem that has arisen with the emergence of big data. This problem affects
various domains, including toxicology, and solutions developed in these other domains may be
useful or adaptable for addressing the problem in toxicology.

There are various techniques for constructing a knowledge graph and integrating data into
it. Chapter 6 of [29] provides an overview of these techniques, including the use of human
collaboration and text sources, as well as tools such as R2RML [54] for converting CSV
files into RDF graphs. The field is very vast and the choice of appropriate techniques and
tools to use depends on the specific problem at hand. In this section, we present examples
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of solutions for building a knowledge graph in various domains that address different challenges.

Dacura [43] is a data curation platform that helps organizations manage, curate, and share
structured data, with a focus on creating and using high-quality data assets. It offers tools
and services for data modeling, data integration, and data governance. Originally developed
to facilitate the gathering and sharing of archaeological information, Dacura relies on human
input and techniques to find consensus among multiple annotators.

Bio2RDF [4] is another example of a platform for integrating and standardizing data from
multiple sources. It is specifically geared towards the creation of Linked Data versions of
biological databases, enabling data from these sources to be more easily linked, queried, and
integrated with other data. Bio2RDF uses a combination of manual curation and automated
techniques to extract and convert data from various sources, and it provides a range of tools and
services for data integration, including data mapping, data cleansing, and data transformations.

While these tools are effective in their respective domains, a more specialized and toxicology-
focused approach may be necessary for effectively integrating and relating data sources in the
field of toxicology.

3.3 Summary

In this chapter, we reviewed related work in toxicology and data integration, including existing
tools for hazard assessment such as the OECD QSAR Toolbox and COSMOS NG. While these
tools can be useful in assessing chemical toxicity, we also highlight their limitations and the
need for additional data in some cases. We also examined the work of the OpenTox initiative
and its ToxPredict tool, as well as the Tox21 program, which addresses the same problem
but from different angles. Finally, we consider similar efforts in other fields to integrate and
link multiple data sources in support of various applications and quickly describe Dacura and
Bio2RDF.

Now that we reviewed the relevant related work and introduced the necessary background
information, the following chapter will present our method for integrating multiple data sources
and facilitating hazard assessment.
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Method and Instantiation

This chapter presents the contribution of this thesis in the form of a method to build a knowl-
edge graph by integrating heterogeneous data sources from the toxicological ecosystem. The
instantiation of this method is called the TOXIN Enriched Knowledge Graph (TEKG). The
purpose of this knowledge graph, alongside its knowledge graph system, is to integrate several
resources into a general architecture to help toxicologists to access more easily data relevant to
their research, and help them to put concepts in relation in order to facilitate the development
of new hazard assessment methods based on in vitro or in silico testing.

This chapter will be presented in a bottom-up fashion. First, the TOXIN knowledge graph is
described in more detail. Then, we will present the ToXic Process Ontology and its integration,
which will be the foundation of the prototype’s structure. After that, we describe the integration
of various data sources into the KG. Finally, the general schema of the KG is exposed as well
as the organization of the different sub-graphs (or named graphs) within the general KG.

4.1 TOXIN Knowledge Graph

As explained in Section 1.1, the TOXIN project has integrated information on in vivo tests,
described in documents dossiers1. Each dossier contains information about experiments (also
called tests) of a compound on laboratory animals. The information includes the quantity of
the compound tested, the way it was inoculated, the species on which the compound was tested,
and so on. They also include information on the outcome of these tests. The dossiers also
include opinions (written by the authors of the dossier) about the compound’s toxicity after
the test (guidelines used, effects observed,...). In other words, not only do dossiers gather

1An example of such a dossier can be accessed at https://ec.europa.eu/health/scientific_committees/
consumer_safety/docs/sccs_o_195.pdf

https://ec.europa.eu/health/scientific_committees/consumer_safety/docs/sccs_o_195.pdf
https://ec.europa.eu/health/scientific_committees/consumer_safety/docs/sccs_o_195.pdf


4.1 TOXIN Knowledge Graph 21

information about experiments, published in papers, for instance, that information is then used
to formulate an opinion. The data contained in these dossiers are stored in the TOXIN KG.
This KG, currently under development, leads to more efficient access to data for toxicologists.
A simplified illustration of the TOXIN KG’s structure is represented in Fig. 4.1.

Fig. 4.1 Simplified schema of the TOXIN KG structure that shows the relations between a
compound, a dossier, and the information related to this dossier.

In this figure, rectangles represent resources identified by IRIs and circles represent literals.
The schema illustrates that a dossier is associated with two resources: a compound (the com-
pound that was tested) and one or more tests. Each test is associated with a species (the animal
species on which the tests were made). Moreover, tests are linked to literals that describe the
experiment, such as the observations and the conclusion after the test. Thanks to this KG,
domain experts can efficiently access relevant data, such as, for example, all the dossiers in
which a specific compound was tested, etc.

This representation is quite “human-oriented” as the purpose of the KG is to help domain
experts to access the information. The majority of the information about dossiers is in the form
of literals that contain textual data.

For the integration and linkage of the TOXIN KG with other data sources, this representa-
tion is not very suitable. Consequently, another representation said “machine-oriented” would
be used further on. This new representation divides the raw text data into “atomic text entities”.
For example, instead of having a paragraph describing all the observations made in a dossier,
there would be a set of clear observations in the form of a short sentence (e.g., “Increase of
cholesterol in the blood”). The advantages of this representation will be explained later in this
section.
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Concerning the transformation of the data from one representation to the other, it can be
done manually with people separating the text into sub-parts or automatically with some sort of
tagging mechanism. This problem is however out of the scope of this thesis.

4.2 Methodology

As explained in Section 1.3, the goal of design science research is to create a new innovative
artifact. “IT artifacts are broadly defined as constructs (vocabulary and symbols), models
(abstractions and representations), method (algorithms and practices), and instantiation (im-
plemented and prototype systems).” [28] In this thesis, the artifact developed is a KG, which
integrates different data sources into a unique structure. The artifact is developed in the form of
a method to build such a system, along with the implementation of a prototype of it (TEKG) in
order to demonstrate its feasibility and its utility. The construction of the KG was based on the
methodology presented in Section 2.3.2. This section will explain how the different steps were
achieved in this project.

4.2.1 Specification

This task is done in three parts. The first step is to identify, in collaboration with the domain ex-
pert, the desired capabilities of the KGS through Competency Questions [23]. These questions
should represent tasks that the KGS will be able to complete and should be realistic and feasible
given the available resources. The second step involves identifying and analyzing potential
data sources for integration into the KGS. These data sources should be chosen based on their
relevance and potential to contribute valuable information to the KGS. Finally, the selected data
sources and their intended integration into the KGS should be discussed and agreed upon with
the domain expert in order to ensure that the final KGS meets his needs and provides value.

As a starting point, we define three competency questions that the KGS should be able to
answer:

1. Knowing some adverse effects observed in a subject, what diseases or toxic processes
may affect this subject?

2. Which biological processes or pathways are affected by a certain disease?

3. The functioning of what gene or protein is impaired by some toxic process?

These competency questions, defined in collaboration with the domain expert, represent
the three desired features for the KGS and they will come back later for the evaluation of our
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prototype. Concerning the data sources, six different resources have been integrated into the
KG. These sources will be presented later, alongside their integration into the general structure.

4.2.2 Modelling and Data Lifting

These two tasks are different but strongly linked, as integrating a new data source may cause the
model to be extended or revisited. The goal of data modeling is to define the core structure of
the enriched KG. We are using the term "model" as it both includes a definition of the ontology
(i.e., the concept and relations), as well as knowledge organization (i.e., how the different
integrated pieces will be organized into (named) graphs. This model has to be able to give an
overview of the different sources that will be integrated. This overview has to take into account
some properties of the domain that will be represented.

In the toxicological domain, we highlighted the difficulty of representing the granularity
within the biological processes. The model has to be able to accept and represent data at the
cellular level, the molecular level, and the organic level, and even, if possible, to represent
relations between all these levels. For this purpose, the ToXic Process Ontology was used. It
will be presented in detail in the next section.

After the definition of this core structure, the integration of each data source generally
involves the two tasks. Actually, for each integration process, the first step is to adapt the model
for it to represent well the data that will be integrated. And the second step is to “lift” the data
from the source and incorporate it into the KGS (by transforming it or through links).

4.2.3 Data Publication

There are different means to make a KGS available. Currently, this project is only a prototype
that can be stored on a computer as a triplestore with an Apache Jena Fuseki server [20], and
can be accessed through a SPARQL endpoint. This endpoint can be used to query the KGS with
SPARQL queries and to visualize the relationships within the KG with Ontodia [38]. Even if
this approach is not user-friendly, it has the advantage of being able to demonstrate to end-users
the kind of links and entities that can be searched within the KG, and it is all we need for the
development of a prototype.

The current method for accessing the KGS may be challenging for users without a back-
ground in IT. As the final goal of this project is to create a tool for toxicologists who may not
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be familiar with these types of technologies, it is important to design an intuitive interface to
make the tool more accessible and user-friendly. This is, however, not covered in this thesis.

4.2.4 Data Curation

Data curation is a key task in the maintenance of a knowledge graph. As its concern is
maintenance and not creation, it is not a pressing issue that needs immediate attention in this
project. However, our design of the KGS does include two features that will aid in data curation
efforts in the future: the inclusion of provenance information and the use of named graphs to
incorporate various integrations separately. These features will help to organize and manage the
KG over time. We will come back to these two features after the presentation of the complete
KG.

4.3 The ToXic Process Ontology (TXPO) as Upper Structure

To create the prototype, the first modeling task is to establish a general representation of the
domain using some kind of upper structure. An ontology is a suitable tool for this purpose, as it
provides a systematic representation of the concepts and relationships within a domain. While
it would be possible to develop a new ontology from scratch, this would require extensive
expertise and time. Fortunately, there are numerous existing ontologies in the toxicological
domain that can be reused to save time and effort.

4.3.1 Presentation of TXPO

The ToXic Process Ontology (TXPO) [60] is an ontology designed to represent causal re-
lationships between toxic processes. Its purpose is to clarify the toxicological mechanisms
from latent to toxic manifestations in order to help in drug development. Their focus is on the
liver, as liver toxicity is the most frequent cause of the withdrawal of a new drug after testing.
Nonetheless, the ontology is still in development, and the authors plan to extend it to other
organs and other toxic processes.

TXPO is part of the Open Biomedical Ontologies (OBO) Foundry initiative [51], whose
purpose is to develop a set of principles to guide ontology development. The resulting family
of ontologies is easy to combine and share, and it proposes well-formed representations of
the biological domain. The ontology reuse is a key guideline to be part of OBO, and as such,
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TXPO contains several parts of other ontologies.

The structure of TXPO is composed of three layers:

1. The top layer is the Basic Formal Ontology (BFO) [1]. Its use is one of the guidelines
of OBO and provides general entities and relationships. The use of BFO simplifies the
shareability of ontologies within the OBO community.

2. The intermediate layer is composed of biomedical entities and is the combination of parts
of existing ontologies. It contains “anatomic structures from Uber-anatomy ontology
(UBERON), cells from the Cell Ontology, organisms from the NCBI Taxonomy, com-
pounds from Chemical Entities of Biological Interest (ChEBI), biological processes and
cellular components from the Gene Ontology (GO), qualities from the Phenotype And
Trait Ontology (PATO), some molecule families from INOH, genes from the Ontology of
Genes and Genomes (OGG), and diseases from the Disease Ontology.” [60] While this
description pertains to biology rather than computer science, this citation illustrates the
granularity inside TXPO. We do not need to go into the details of all of these concepts
for the purpose of this thesis.

3. The lower layer contains entities related to the toxicological domain. The key entity in
this layer is the Process entity, which contains natural biological processes and sequences
of processes along with the toxic processes2 that can affect them.

4.3.2 Modifications of TXPO

TXPO is imported into TEKG using the propriety owl:imports defined in [49]. This property
allows one to import an ontology, facilitating reuse. TEKG’s upper structure is the TXPO
ontology, and it is from this structure that the other data sources are integrated. TXPO has
been developed to be used as a structure in order to build ontology-based knowledge graphs. In
other words, TXPO defines a set of classes and axioms to represent a part of the toxicological
domain. After that, the ontology-based knowledge graph is constituted of objects that are
instances of the classes defined in the ontology. The goal of the classes and axioms is to guide

2For later, we make the distinction between different “types of toxic processes”: adverse effects, toxic effects,
toxic courses, and diseases. Adverse effects are the immediate, negative consequences of exposure to a toxic
substance. These effects may be physical, such as skin irritation or vomiting, or they may be behavioral, such as
changes in sleep patterns or changes in appetite. Toxic effects refer to the long-term, negative consequences of
exposure to a toxic substance. These effects may be physical, such as organ damage or cancer, or they may be
behavioral, such as changes in cognitive function or changes in emotional state. Toxic courses refer to the overall
progression of toxic effects over time. Diseases are the end result of toxic courses, and are often severe or even
fatal conditions.
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the construction of the KG and to allow different reasoning tasks, such as inference, within the
KG.

However, our usage of TXPO is different. We want to travel the ontology as if it “was the
KG”, i.e., to see the classes as objects and the axioms as relationships. With this point of view,
a relationship represents a potential link between two objects, while with the previous point of
view, an axiom represents a restriction on the relationship between two individuals from two
classes.

To reach this goal, TXPO was slightly modified by transforming all the “direct” axioms
into relationships. For example, the axiom “Non-alcoholic fatty liver disease (NAFLD) is a
subclass of something that has part some hyper-function of fatty acid biosynthesis (HFAB)”
means that any instance of NAFLD can have part some HFAB. We transform this axiom into
the direct relation “NAFLD can have part HFAB”. For more complex axioms, with conjunction
or disjunctions, for example, we separate the complex axioms into simple ones when possible,
and use the same technique as before. Concerning the classes, they are not modified but are
viewed as objects.

For representation, we use Ontodia, and one limitation is that it cannot represent axioms.
Therefore, these modifications not only simplify the process of querying the ontology, but also
its representation. It is important to note that these modifications do not change the semantic
meaning of the ontology. All the triples relative to the importation and the modification of
TXPO are contained in a dedicated named graph.

4.4 Enrichment of TXPO

Now that the general model for the KG is defined, the process of integrating various data
sources into the KG using the methodology we have previously outlined can begin. The toxico-
logical ecosystem is vast and contains many data sources that would be valuable to incorporate
into the KG. To start, we have selected three types of sources that are of particular interest to
toxicologists. By integrating these sources into the KG, it should be possible to answer the
three competency questions defined during the specification step. Moreover, in order to be able
to easily recognize the different integrations, the triples relative to each of them are stored in
dedicated named graphs.
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In the integration of external data sources, we have chosen to maintain the original IRIs
to uniquely identify the resources they describe and maintain the authority of the original
sources. However, for the additional links and entities created during this project, we have
designed our own IRIs to describe them. This choice allows us to clearly distinguish between
original resources and those added as part of this project, while also providing transparency
and traceability in the integration process. Other approaches that provide a uniform set of IRIs
could be used but it is not in the scope of this project.

4.4.1 Genes Integration

TXPO contains a set of human genes that are imported from the Ontology of Genes and
Genomes (OGG) [26]. The focus of this ontology is to offer classes and relationships to
represent genes and genomes in different organisms. TXPO only imports the genes related to
human organisms, but integrating the genes from other species would be straightforward as it
would be a similar exercise.

TXPO also contains entities and relationships from the Gene Ontology (GO) [2]. The
goal of this ontology is to represent the functions of genes, i.e., to provide a set of entities
and relationships to describe the biological roles of genes and proteins. The main use of
this ontology is to regroup and compare gene products and proteins from different species
or individuals, depending of their role in the organism. GO is divided into three categories:
biological process, molecular function, and cellular component. This separation allows for
taking into account the granularity of the domain.

With the purpose to make in relation a toxic process and the genes or proteins affected by
this process, GO is the perfect intermediate. Some links already exist in TXPO between a toxic
process and the natural processes that it affects. Most of these natural processes are related to
GO terms from the “biological process” category. Finally, it is possible to link these GO terms
to the gene products involved in it through GO annotations.

A GO annotation represents the link between a GO term, i.e., a biological role and a gene
product (gene or protein) that assumes this role in the organism. The field of annotation of genes
is in constant evolution. As such, an annotation is not guaranteed to be reliable. Therefore,
each annotation is associated with a proof, which can be more or less strong depending on the
confidence in the annotation.
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For the integration of such annotations, we created a class: “annotation”, and three pred-
icates: “has annotation”, “has gene product” and “has proof.” With these new elements, the
structure of the integration of an annotation is done as presented in Fig. 4.2, where the blue
rectangles represent classes and the yellow circle represents an attribute.

Fig. 4.2 Structure of the integration of a gene product annotation.

In this project, the integration of annotations from two sources has been done. First, OGG
provides annotations for each of its genes. These annotations are in the form of a string with
pairs (GO term, proof). The first integration is then to travel the string and add annotation links
in the form of the structure presented previously between the gene and the GO terms present in
TXPO.

The second integration is concerned with the annotations present in the gene ontology
resource3. This resource regroups annotations made for a large variety of species and from
several different sources. We chose to integrate only human gene products from the source
UniProt [11]. To reach this goal, the annotations, alongside their proofs, associated with each
GO term are obtained through the gene ontology REST API. Then, the corresponding triples
are added to the KG following the same structure as previously.

The triples are stored in three different named graphs: one that contains the definition of
the new entity and predicates, one for the integration of OGG and one last for the integration of
UniProt.

4.4.2 GO-CAM Integration

The Gene Ontology Causal Activity Modeling (GO-CAM) [56] is a framework that introduces
models to connect GO annotations (plus some information from other ontologies) following

3http://geneontology.org

http://geneontology.org
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a defined schema. These models are interesting to represent the causal relationships between
different biological processes. In TEKG these models are used to represent relations between
the different processes present in the KG. For example, a GO-CAM model could show that
the hyper-function of a biological process positively regulates another process. These kinds of
relationships allow toxicologists to track a toxic effect from its starting point to all the other
elements that are indirectly affected.

To integrate GO-CAM into TEKG, we query first all the GO-CAM models related to the
biological processes included in TXPO through their REST API. Then, we create a new class
to contain all these models and link them to their corresponding biological processes with a
newly created predicate “in GO-CAM model”.

4.4.3 Biological Pathways Integration

Biological pathways are sequences of actions that happen in a cell or organism. These path-
ways can involve many different types of processes, including chemical reactions, transport of
substances across cells, gene expression, and other activities. They are therefore much more
precise and complete than GO-CAMs. GO-CAMs can be used to have a larger overview of the
interactions between biological entities and pathways, giving a deeper understanding of these
interactions. Two well-known pathways repositories are Reactome [37] and Kegg [33].

To integrate pathways from both databases, we used associations from the Comparative
Toxicogenomics Database (CTD) [14]. CTD brings together biological data by manually
curating and linking information from published literature. It offers several files containing
the relationships between different biological entities, and for this work, we used the disease-
pathway association file.

The associations come in the format of a CSV file with five columns. The two first ones are
the disease and its identifier in the Medical Subject Headings (MeSH)4 thesaurus, the next two
are the pathway name and its identifier in Kegg or Reactome, and the last one is the gene that is
common to the disease and the pathway, which justify the link. To integrate the information in
the CSV file, we first transform it into an RDF graph using RML, presented in Chapter 2. Then
we integrate the newly formed RDF graph into TEKG by introducing the disease as instances
of the class “disease” and pathways as instances of the class “pathway." These two classes
are already defined in TXPO. Finally, links between pathways and biological processes are

4MeSH is a controlled vocabulary for biomedical information. https://www.nlm.nih.gov/mesh/
meshhome.html

https://www.nlm.nih.gov/mesh/meshhome.html
https://www.nlm.nih.gov/mesh/meshhome.html
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established using the Silk framework, also introduced in Chapter 2. As previously, the new
instances and links associated with them are stored in dedicated (named) graphs.

4.5 Schema in Context

Now that the various components of the enrichment have been presented, the schema can be
situated within a broader context, so we examine the potential connections that can be made
with the TOXIN KG. An illustration of the KG’s schema is represented in Fig. 4.3.

Fig. 4.3 Schema of TEKG with the relations between TOXIN KG and the enriched TXPO.

The schema starts from the TOXIN KG in the “machine-oriented” representation and is
divided into three large sub-parts. The sub-parts II and III describe the creation of the enriched
TXPO and are the ones that were presented previously. The sub-part one is concerned with
linking the TOXIN KG and the enriched TXPO. Two kinds of links can be made between these
two KGs. Firstly, direct links can be made between an effect observed in a dossier and the same
effect present in the enriched TXPO. Secondly, from the observations and the conclusions in
a dossier, it is possible to infer “indirect” links between the dossier and the toxic effects or
diseases that were affecting the test animal.
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There is no absolute knowledge about how to link some observations and a toxic effect,
and errors can occur. Therefore, the links are stored in different named graphs. Each graph
corresponds to an individual, a group, or a particular knowledge responsible for the links that it
contains. In this way, it would be possible to query only some of these links depending on who
made them and on what ground.

The links can be found manually. The direct links can be constructed by anybody as the
task is simply to link the same observations in two data graphs but the “indirect” links need
the intervention of domain experts, which have the knowledge to infer the toxic effects from
the observations. Currently, observations are in the form of large paragraphs describing some
components of the experimentation and the effects observed, and are thus difficult to use for an
example. Therefore, to illustrate these links, a simplified example given by the domain expert
is depicted in Fig. 4.4.

Fig. 4.4 Example of links between TOXIN KG and other resources within the TEKG.
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At the top, the illustration shows a dossier, the compound being analyzed (Basic Red 51),
and a test performed with this compound. The test has three observations, represented in orange.
Some entities from the TEKG are also pictured at the bottom. The dashed arrows represent
indirect relationships, which are included for clarity to avoid showing all the intermediate
links. The direct links between the TOXIN observations and TEKG entities are represented in
green, while the indirect links are shown in red. As we can see, the three observations have
corresponding entities in the TEKG, even if they are not exactly the same. From these three
observations, an expert might infer that the animal is experiencing cholestasis (shown by the
red link). Finally, the blue arrows show the link between cholestasis and the three observations
within the TEKG.

Another approach is to do these links automatically. For the direct links, it is straightforward.
The task is to infer the relations owl:sameAs between TOXIN KG and TEKG, and tools exist
to find these relations such as Silk and Alignment API presented in Chapter 2. Concerning the
“indirect” links, some rule-based mechanisms can be put in place. This is not in the scope of
this work but it is interesting for future work.

4.6 Structure of the Named Graphs and Provenance

This section explains the general structure of the different named graphs and the links between
them. It also explains how the provenance is handled within and between them. A simplified
structure is illustrated in Fig. 4.5.

In this figure, each rectangle (except the two scripts on the left) represents a (named) graph.
The boxes that are outside the TEKG cylinder are data from other sources that have been
integrated into it, and can therefore be accessed from TEKG. The image is divided into three
parts: the TOXIN KG in blue that already existed before this project, the inter-linking part in
grey, and the enrichment part in yellow.

The inter-linking part represents how the links between TOXIN KG and other TEKG
entities are stored in different named graphs depending on the expertise at the origin of these
links. The dashed grey lines illustrate these connections. The purple box on the top is there to
store all the provenance information about the different named graphs containing the links. It
uses the starting point category of PROV-O introduced Chapter 2 and keeps the information
about who made the links and all the revisions of these links if any. The inter-linking script
handles this part of TEKG and is responsible for making the links. It is expected to be used
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Fig. 4.5 Organization of the different named graphs within the database.

frequently as each action of adding/removing/modifying a link needs to use this script.

The enrichment part shows a simplified representation of the different named graphs in
the core of TEKG (the enriched TXPO). The red box (the upper structure) contains all the
links responsible for the integration and modification of TXPO. The green boxes contain
the triples responsible for the integration of the three categories of information (genes, GO-
CAMs and pathways). In the reality, each of these boxes is composed of a few named graphs
(one for the definition of the new predicates and entities of this category, and one for each
source), but for the sake of clarity, they are assembled into the three big categories on this image.

The purple box, here again, stores all the provenance information about the different integra-
tions. As previously, the starting point category from PROV-O is used. This allows the tracking
of the different activities that modify the KG. The provenance keeps track of who modified a
named graph, and from what data were these modifications made. As an example, if only the
provenance of TEKG is taken into account, the resulting provenance graph is represented in
Fig. 4.6.
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Fig. 4.6 Example of provenance information that could be stored in the provenance graph.

This image shows the creation of a named graph, TEKG, and its evolution in time. The
information in the black rectangle is present at the creation of the KG and the rest of the schema
shows how the information could evolve in time. The example shows that TEKG was created
during the “creation” activity, which was handled by the agent “GV”, and used the TXPO to
be built. After that, each revision of the KG uses the previous version of it and is done by
another agent. This can help with evaluating the reliability and credibility of the information
and understanding the context in which it was generated.

4.7 Summary

The purpose of this chapter is to describe our contribution to the TOXIN project, which is to
develop a method for integrating multiple data sources into a KG following a general structure,
and link information from the resulting KG with the information contained in the TOXIN
KG, which yield our TOXIN enriched knowledge graph. This method corresponds to schema
development, data annotation and data lifting in the construction layer of the ARA architecture
described in Section 2.3.1. These three tasks allow us to build a knowledge graph that enriches
the data already present in the TOXIN project and helps researchers. For other applications,
additional tasks may need to be considered in order to further develop the architecture, such
as data quality assurance and data storage. This is out of the scope of this thesis but it will be
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discussed for future work.

As it is the starting point of the thesis, we first described the TOXIN KG and outlined
that its format is not well-adapted for automatic linkage or integration with other data sources.
Then, we described a 5 steps methodology followed in this project for developing the method,
which is: specifying the design of the KG, modeling the general structure, lifting data from
other sources into it, publishing it, and finally curating the data for maintenance.

After that, we described the method, alongside the TOXIN Enriched Knowledge Graph
(TEKG), the prototype built to demonstrate it. The method has two parts. The first one presents
the creation of an upper structure with TXPO and the enrichment of the graph from this upper
structure by the integration of several data sources. The second part describes the inter-linking
process between TOXIN KG and the data integrated. Finally, the final structure of the KG and
the handling of provenance information are also discussed.

The next chapter’s goal is twofold: firstly, to evaluate the method presented through a
demonstration with the prototype developed, and secondly to discuss the different steps of the
design and compare them to other potential design choices.



Chapter 5

Evaluation

This chapter provides an evaluation of the method proposed in the previous chapter. In Design
Science, evaluation is crucial because it allows researchers to assess the effectiveness, useful-
ness, and impact of the solution that has been developed. ?? For this thesis, the functionality of
the method is evaluated through structural testing to ensure that it meets the requirements and
goals of the design.

For this purpose, we will start with a small demonstration of possible queries that TEKG
can answer, and then discuss the different parts of the method and spot their strengths and
limitations, and how they meet the challenges presented in Section 1.2. As a reminder, the
purpose of the method, along with the TEKG, is to propose a solution to facilitate access to
relevant toxicological data and help toxicologists with hazard assessment.

5.1 Demonstration

To demonstrate the method’s functionality, the idea is to show that the prototype can provide
useful information to toxicologists in TOXIN. More specifically, the information should facili-
tate the hazard assessments of new compounds. The three competency questions defined for
the specification step in Section 4.2 can fulfill this role as they were defined to respond to the
primary needs of the domain experts. The answers to the competency questions are found and
presented using Ontodia [38] in Fig. 5.1, 5.2 and 5.3. Note that Ontodia is a tool to interact
with RDF graphs and is therefore merely a way to navigate knowledge graphs. Other tools to
navigate and explore the knowledge graph are beyond the scope of this thesis.

Fig. 5.1 illustrates the answer to the competency question: “Knowing some adverse ef-
fects observed in a subject, what diseases or toxic processes may affect this subject?” At the
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bottom of the image, different adverse effects that could be observed during a toxicological
test are presented, such as “Increasing blood ALP concentration.” These adverse effects are
linked to toxic courses or diseases with the predicates has part and has context. These
predicates allow one to query all the toxic courses for which an adverse effect could be observed.

Fig. 5.1 Illustration of how TEKG can be used to answer the competency question “Knowing
some adverse effects observed in a subject, what diseases or toxic processes may affect this
subject?”.

Moreover, the prototype also represents relationships between toxic processes. It is, there-
fore, possible to see what specific toxic courses may cause an adverse effect and the relationships
between a specific toxic course and other ones. An example is shown on the left of the image,
where three key pieces of information are represented:

• “NAFLD” is a subclass of a more general toxic course that is “lipidosis.”

• The two increases are adverse effects that are specific to NAFLD, and the two hyperfunc-
tions are adverse effects that NAFLD inherits from lipidosis, i.e., that are there because
NAFLD is a special case of lipidosis.

• We also see the relations between the two hyperfunctions as their effects are linked.

Overall, the prototype, not only allows for finding toxic processes related to an adverse
outcome, but also for the examination of the relationships between adverse effects, toxic effects,
toxic courses, and diseases, enabling the identification of the characteristics of specific toxic
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courses and their connections to one another.

Fig. 5.2 presents how could be answered the question “Which biological processes or
pathways are affected by a certain disease?” It starts from the NAFLD on the left and links it to
biological processes, pathways and GO-CAMs1 on the right. The disease is linked to different
pathways from different sources. The upper part shows the link between NAFLD and “fatty
acid biosynthetic process”, which was present in TXPO, and two GO-CAM models where
this biological process takes part. The lower part shows the link between NAFLD and two
other pathways from Reactome and Kegg. Finally, the upper and lower parts are related by the
predicate owl:sameAs that was found with Silk to find related entities in the KG.

Fig. 5.2 Illustration of how TEKG can be used to answer the competency question “Which
biological processes or pathways are affected by a certain disease?”.

The image in Fig. 5.3 shows how from a biological process, it is possible to access the gene
products playing a role in it. The origin of the gene products is either OGG or Uniprot. All
these gene products are linked through an annotation following the schema of Fig. 4.2 in which
the proof of the link is stored. The image demonstrates that it is possible to answer the question:
“The functioning of what gene or protein is impaired by some toxic process?” by first finding
the biological processes affected by the toxic process and then the genes involved in them.

During the integration process, we made the decision to retain the IRI of the authoritative
resources whenever possible. This means that a majority of the entities in the knowledge graph
are represented by an IRI that allows for access to additional information about them in the

1As a reminder, biological process, pathway and GO-CAM are similar concepts as their purpose is to describe
biological interactions between biological entities. The biological process is the name given to a more or large
phenomenon that is observed, a GO-CAM represents the basic interactions between biological entities within this
biological process, and a pathway is a precise, complete map of the interactions that happen during the biological
process.
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Fig. 5.3 Illustration of how TEKG can be used to answer the competency question “The
functioning of what gene or protein is impaired by some toxic process?”.

original database. An example of this can be seen in Fig. 5.4.

On the left of the figure, we can see three entities of TEKG represented with Ontodia. When
the IRIs of these entities are searched on a browser, the pages on the right of the image appear.
This illustrates that not only can we navigate through the entities in the knowledge graph, but
we can also access the source data through the IRI representing an entity.

5.2 Discussion

The demonstration shows that TEKG fulfills the tasks it was built for. In this section, we will
discuss in detail the design of the method with its advantages and its limitations.

5.2.1 Methodology Relevance

The methodology used in this project has several key advantages and some potential disad-
vantages that should be considered when evaluating its suitability for integrating and linking
multiple data sources within the toxicological domain. One major advantage is the specification
step to communicate with domain experts and incorporate their input into the design of the
methodology, which helps to ensure its utility and relevance to the toxicological domain. This
helps to meet the skill gap challenge by checking that the integration processes that are planned
will be useful.
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Fig. 5.4 Illustration of the possibility to access the external sources from which data was
integrated into TEKG through the IRIs.

Another benefit of the cyclic methodology used in this project is that it allows for the
continuous evaluation and improvement of the knowledge graph. By following a process of
specification, modeling, and data integration, we can ensure that the current state of the KG
is relevant and consistent, and that it maintains a clear structure. Additionally, the attention
to data curation from an early stage will help later to ensure the quality and value of the data
within the knowledge graph.

On the other hand, there are also some potential disadvantages to this methodology that
should be considered. As the proposed method is specific to TOXIN, one potential disadvantage
is the time and effort required to develop and implement the methodology to other use cases,
which may not be feasible for all projects as it needs the intervention of a domain expert and a
computer scientist for each integration. Additionally, the methodology may not be suitable for
all types of data or all domains. For example, if the structure of a data source is too far from the
one already defined for other sources, it may be too complex or time-consuming to implement.

5.2.2 Design of the Upper Structure

In this project, the upper structure of the knowledge graph was designed with an ontology to
provide a general framework for integrating multiple data sources within the toxicological do-
main. This “ontology-based approach” helps to ensure that the data is organized in a consistent
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and logical manner, making it easier to understand and use.

One alternative approach is to gather the different data sources together and combine their
structures to create a Linked Data model. The advantage is that such models are designed to
facilitate the integration and linking of data from multiple sources, which can be particularly
useful in the toxicological domain where data is often dispersed across many different sources.
They are also more flexible and adaptable than “ontology-based approaches”.

However, with Linked Data models, the integration of large and diverse data sources into
a model that captures all the necessary information and relationships in a meaningful way is
challenging. Moreover, there is a risk that some similar entities may not be well linked, leading
to a lack of understanding and meaning in the overall structure and a model prone to errors and
inconsistencies. Therefore, our design of TEKG starts with an “ontology-based approach” to
define the upper structure as it is more adapted to capture the complexity and granularity of the
toxicological domain with fewer errors. After that, the different data sources are integrated into
this general structure using the Linked Data approach to facilitate the integration and to have
more flexibility.

While it is possible to build an ontology from scratch, it can be a time-consuming process,
particularly in a domain as complex and nuanced as toxicology. Reusing existing ontologies,
such as TXPO, is highly recommended [8] because it can help to reduce the time and effort
required and ensure that the upper structure is well-founded and meaningful.

The primary purpose of the upper structure in this project is to provide a general structure
for diseases, toxic courses, toxic effects and adverse effects. This corresponds to the purpose of
searching for a toxic effect and then looking up all the information linked to it. Using TXPO
rather than other ontologies or vocabularies such as MeSH (Medical Subject Headings) or
MONDO (disease ontology) has several advantages in this project:

• TXPO is a comprehensive ontology specifically designed for the toxicological domain,
which means it covers a wide range of concepts and relationships relevant to toxicology.
This makes it a good choice for integrating and linking multiple data sources within the
toxicological domain, as it provides a detailed and coherent structure for organizing the
data.
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• TXPO is a well-established and widely used ontology, with a large community of users
and developers. This means that it is likely to be well-maintained and updated over time,
which is important for ensuring the long-term reliability and usefulness of the knowledge
graph. Moreover, TXPO is still under development, so even more interesting entities and
relationships should be added to it over time.

• TXPO has been designed to be compatible with other ontologies and vocabularies (it is
part of the OBO foundry), which makes it easier to integrate data from multiple sources
and to link the knowledge graph with other datasets. This is particularly important in the
toxicological domain, where data is often dispersed across different sources and may use
different terminology and standards.

Concerning the structure of TXPO, it was originally designed as an ontology and thus has a
traditional class and axiom-based structure. In order to use it as a knowledge graph, we treated
its classes as objects and its axioms as predicates. This allowed us to represent the relationships
between different entities in the toxicological domain more flexibly and to link them to external
data sources.

One potential disadvantage of this approach is that it may not fully utilize the capabilities
of an ontology and may not adhere to all of the best practices for designing ontologies.
Additionally, we had to add our own IRIs for the new data that we integrated into the KG. This
may be problematic for the re-usability of our KG. The question of the uniformization of the
IRIs could be studied in future work.

5.2.3 Relevance of the Integrated Data

The integrations performed in this project were chosen for their relevance to the toxicologi-
cal domain and their potential to provide valuable information for hazard identification and
assessment. This relevance has been assessed in collaboration with the domain expert, by
their capacity to provide information that could help to answer the competency questions. The
integration of TXPO plays a central role as it helps to answer the three questions. Reactome,
Kegg and CTD provide the additional information about pathways, and OGG and Uniprot offer
information about human genes. These integrations should be viewed as a starting point, as the
toxicological domain is vast, and a lot of other useful information could be integrated.

Integrating big data sources into the knowledge graph presents a number of challenges, es-
pecially in ensuring the accuracy, utility, and completeness of the data. In this project, relevance
and utility to the toxicological domain of the integrations are assumed as they were chosen with



5.2 Discussion 43

the help of a domain expert. However, the accuracy and completeness of the data remain a con-
cern, as the toxicological domain is constantly evolving and it is difficult to thoroughly evaluate
the quality of the data without a thorough examination by a domain expert. Ensuring the accu-
racy, utility, and completeness of the data is part of quality assurance over time and corresponds
to a task of the first layer of the ARA architecture presented in Section 2.3.1. As explained ear-
lier, it is outside of the scope of this thesis but it will be discussed for future work on this subject.

Finally, even with useful and accurate data in the KG, it does not guarantee that the
knowledge graph brings value, as it is sometimes very difficult to access relevant data in the
huge ecosystem. For example, after the different integrations in TEKG, the entity “cellular
component” is linked to more than 1000 GO-CAMs and genes. It is expected as this entity
is a very general one in the hierarchy but the larger the number of integrations, the larger the
number of such problems. Therefore, an efficient interface to access relevant data should be
developed in parallel to the integrations to have an efficient tool. This problem will be discussed
for further work.

5.2.4 Usage of Named Graphs and Provenance

Using named graphs and incorporating provenance information is important for several reasons
in this project. Firstly, during the interlinking process, it allows for the representation of differ-
ent opinions or perspectives on the data. All the data associated with a particular opinion is
stored in a dedicated named graph. By using named graphs to store data associated with specific
opinions, it is possible to easily query and retrieve information linked to a specific opinion
or to exclude information linked to a particular opinion. This allows for the representation
of different viewpoints and interpretations of the data, and enables the effective handling of
contradictions or inconsistencies by tracking their origin through the provenance information.
In addition, if an automatic process is used to do some links, the resulting links can be stored
in a dedicated named graph that can be easily accepted or disregarded later depending on the
validity of the links found.

Secondly, as explained earlier, the utility and accuracy of the data is not well established,
especially with the number of integrations growing up. By putting the data associated with each
integration in dedicated named graphs and keeping their provenance information, it is easily
possible to only take into account integrations that are interesting for a specific problem, or
to exclude integrations where the information has errors or is not compatible with some other
data.
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Thirdly, incorporating provenance information can help with the evolution of the infor-
mation integrated into the knowledge graph. As new data become available or existing data
is updated, the provenance information can be used to track the changes and ensure that the
information remains accurate and reliable. Overall, it is particularly useful when integrating
data from multiple sources, as it allows for the preservation of the original context of the data
and its evolution over time.

Finally, there are different possibilities for the management of provenance information.
In this project, all the provenance information is gathered into two separate named graphs.
One named graph for the interlinking process and one other for the enrichment process. This
“general approach” allows having a general “provenance graph”, which purpose is to represent
the evolution of the data collected in the knowledge graph from its origin to its current state.
For the prototype, this solution is appropriate as the data has not evolved much and there is
therefore a small amount of provenance information.

However, imagining that the knowledge graph evolves over a long period, with a lot of
different added data and contributors (it is especially the case for the interlinking process), some
other management of the provenance information may be more efficient. One of these other
management techniques is to create a new “provenance named graph” for each new update of
a named graph. This “divided approach” is the method proposed by [15] where they define
their structure with two layers: a deployed layer containing the up-to-date version of the named
graphs, and a provenance layer with sequences of pairs named graph and corresponding prove-
nance named graph, which gather the whole history of the content in the different named graphs.

The general approach has the advantage be the simplest and offers a general view of
the provenance with an easy access to the provenance information. On the other hand, the
divided approach offers a better separation of the data. As often, only the deployed layer is
accessed regularly, while the provenance layer is rarely accessed, it is possible to handle the
two parts separately in memory. However, with this approach, access to general information
is more complex as the different provenance named graphs have to be accessed. Therefore,
each approach has its advantages and its inconvenient and should be chosen depending on the
purpose of the KG.

5.2.5 Reproducibility and Transparency of the Method

The reproducibility and transparency of the method, along with TEKG, are important aspects
to consider. The method used in this project is designed to be reusable because it is modular
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and flexible, which means that it can be applied to other similar domains or contexts as long
as the necessary modifications are made. This can help to save time and resources, as the
same approach can be used to integrate multiple data sources into a general structure in the
toxicological domain.

Additionally, the method is designed to be transparent, which means that all of the steps and
decisions made during the integration process are clearly documented through, for example,
provenance information, and can be easily understood by others. This transparency helps to
ensure that the method can be easily reproduced and evaluated by others, and helps to build
confidence in the results obtained using the method.

5.3 Summary

The purpose of this thesis was to develop a method for integrating and linking multiple data
sources within the toxicological domain, with the goal of facilitating access to relevant data
and helping toxicologists with hazard assessment. The method proposed in this thesis, along
with its prototype called TEKG, involves a structured approach to modeling and integrating
data, with the involvement of domain experts to ensure its relevance and utility.

The functioning of TEKG was demonstrated, showing that it can provide useful answers to
competency questions relevant to toxicologists. The evaluation of the method through structural
testing showed that it meets the requirements and goals of the design. However, the method has
some potential disadvantages, including the time and effort required to develop and implement
it, as well as its potential inapplicability to certain types of data or domains.

The design of the upper structure of TEKG, using the TXPO ontology, allows for the orga-
nization of data in a consistent and logical manner, while also enabling the representation of
different opinions or perspectives on the data through the use of named graphs and provenance
information. The integrations of multiple data sources in TEKG add value to the knowledge
graph by providing a more comprehensive view of the toxicological domain, and the use of
named graphs and provenance information helps with the management of the evolution of the
data and facilitates data curation. However, some data quality tools and an efficient interface
should be developed in order to get as much value as possible from these integrations and not
be overwhelmed by the amount of data.
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Overall, the transparency and reproducibility of the method and prototype make it a
promising solution for addressing the challenges of accessing and integrating toxicological data.
In the following chapter, we will present the final version of TEKG and discuss its potential
applications and uses within the toxicological domain.



Chapter 6

Potential Applications

The previous chapter provided a demonstration and a discussion of the work conducted in this
thesis. We demonstrated the links that have been created from toxic processes to gene products
potentially affected by them, and we discussed the different design choices made during the
development of TEKG. In this chapter, we will explore the potential applications and uses of
the TEKG.

As described previously, TEKG is a structured representation of toxicological data that
integrated and interlinked multiple sources to facilitate access to relevant information and
support hazard assessment. This chapter will analyze the ways in which TEKG can be utilized
in the toxicological domain. More specifically, we will discuss the potential of TEKG as a
search tool, a bridge for putting in relation in vivo and in vitro data through common biological
knowledge, and as a domain ontology for toxicological text annotation.

6.1 Search Tool

The primary use of TEKG is as a component for a search tool for toxicologists and other
stakeholders interested in accessing relevant information about toxicological processes, dis-
eases, and effects. By organizing and linking data from multiple sources in a structured and
logical manner, TEKG provides a comprehensive and easily navigable resource for finding
relevant information about a wide range of topics within the toxicological domain. Currently,
the demonstration provided in this thesis used the Ontodia library [38] to interact with the KG
and show its functionalities. The TOXIN project is conducting research for the development of
a domain-specific search tool for improving the consumption of the data in their knowledge
graph system [48]. TEKG could be a valuable resource in the development of this tool.
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TEKG “centralizes” information by carefully integrating and interlinking pieces of different
sources. TEKG, therefore, serves as a centralized tool that allows users to find more easily
relationships between various data sources and access these sources from a single endpoint
instead of manually searching through multiple databases. This was demonstrated in the
previous chapter by making a link from the disease NAFLD to the genes affected by it and by
showing how it is possible to access the data about these genes in the authoritative resources
with their IRIs.

Additionally, by incorporating provenance information and using named graphs to represent
different opinions or viewpoints, TEKG allows users to filter results based on the source and
reliability of the data, and makes the search very flexible. In the vast toxicological ecosystem,
finding specific information and related data can be like looking for a needle in a haystack.
TEKG will be a vital tool for helping toxicologists in this task.

6.2 Bridge between In Vivo and In Vitro Testing

Another potential application of TEKG is as a bridge for putting in relation in vivo and in vitro
testing through common biological knowledge. During the inter-linking step, the in vivo data,
such as toxic effects observed in toxicology tests on animals, is linked directly or indirectly
to toxic processes, (natural) biological processes affected and genes involved. This allows
for a deeper understanding of the mechanisms behind the observed adverse effects and the
conclusions about toxicity in the in vivo tests.

The data gathered in TEKG can be categorized into three large domains: toxic processes,
natural processes, and modules. The modules represent the different elements that participate
in a process, such as gene products, molecules, and chemical compounds. To illustrate these
three domains, an illustration of a small subpart of TEKG is presented in Fig. 6.1 using Ontodia.

The toxicological processes are on the left, the natural processes are in the middle, and
the modules are on the right. Generally, an in vivo test will be linked to one or more toxic
processes observed on the animal. For example, a link between a test T and the toxic process
"lipidosis" could be made. This link implies that during T , the fatty acid biosynthesis process
may have been affected and the production of the two gene products Q9UGI9 and G8N9I5
may have been affected too. These links are more complex in reality, but this example offers a
simplified way to illustrate the kind of relations that TEKG can represent (and thus find with
graph-query languages) for in vivo data. These relationships can also be used the other way
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Fig. 6.1 Subpart of TEKG represented with Ontodia and separation of the entities into three
categories.

around by for example querying all the toxic processes that affect a targeted gene, and even the
toxicological tests where this gene was potentially affected.

In vitro tests examine the effects of a compound on specific tissues in a specific organ.
Therefore, the toxicity observed in vitro is often at another level than the one observed during
in vivo tests. For example, a toxic effect observed in vitro could be the overproduction of some
enzymes or gene products such as Q9UGI9 or G8N9I5. Using TEKG, we can see how the
effects observed in an in vitro test may be related to toxic processes observed in in vivo tests,
providing a more comprehensive and contextualized understanding of the data. By linking
these two types of data, TEKG helps to bridge the gap between in vitro and in vivo testing
and gain a deeper understanding of the underlying processes behind toxic effects. This deeper
understanding should help domain expert to build new methods for hazard assessment using in
vitro testing.

6.3 Text Annotation Tool

One potential application of TEKG is in the field of text annotation for toxicological documents.
Text annotation is the process of labeling or marking specific words or phrases in a text. It is
often used in natural language processing (NLP) tasks, such as information extraction, machine
translation, and text classification, to provide context and structure to the text being analyzed.

Several techniques exist to do text annotation. The one that is of interest for this project is
ontology-based data annotation for which different techniques exist. For example, [36] pro-
poses the tool OnTeA, which creates a semantic version of text documents based on a domain
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ontology, and [18] proposes a method for automatically annotating text segments in a document
with concepts from a domain ontology. Overall, ontology-based data annotation allows for
easier searching and information retrieval within the text and enables the identification of
relationships and connections between different concepts within the text.

The tools above can help identify and tag relevant terms within a text using an ontology
explicitly designed for the toxicological domain. TEKG can serve as such an ontology,
providing a common vocabulary and structure for organizing data and ensuring a standardized
and consistent approach to text annotation. Using TEKG for text annotation could significantly
improve the effectiveness and efficiency of information retrieval and analysis within the
toxicological domain.

6.4 Summary

To summarize, we described TEKG’s potential in three contexts. One potential use is as a
component in search tools, which provides a centralized and easily navigable resource for
finding relevant information in the toxicological domain. It also allows users to filter results
based on the source and reliability of the data.

Another potential application is as a bridge for linking in vivo and in vitro data through
common biological knowledge. Overall, TEKG helps researchers understand the mechanisms
behind the adverse effects observed during in vivo tests and develop new hazard assessment
methods through in vitro testing.

Finally, TEKG can be used as a domain ontology for toxicological text annotation, enabling
the accurate and efficient tagging of relevant terms within a text. This can improve the effec-
tiveness and efficiency of information retrieval and analysis within the toxicological domain.

Overall, this section explored the possibilities and potential of using TEKG in the toxicol-
ogy domain. The results of this project demonstrate the potential value and usefulness of a
knowledge graph such as TEKG for improving access to relevant information and supporting
hazard assessment. This project achieved its goal of creating a prototype (both the method
and resulting KG) and exploring its potential applications and benefits. Even though the
potential uses were beyond the scope of this thesis, TEKG may serve as a foundation for future
development and research in the TOXIN project.



Chapter 7

Conclusion

In this final chapter, we will summarize the work accomplished in this thesis and highlight our
most significant achievements. We will also provide an overview of potential future work on
the subject.

7.1 Summary

Current methods for chemical safety assessment often involve the use of in vivo testing and cat-
egorization tools that are based on previous toxicology tests. However, in order to comply with
the 3R principle and European regulations, there is a need for new approaches to chemical safety
assessment based on in vitro or in silico testing. To achieve this, it is important to have a greater
understanding of the underlying toxicological processes in order to better relate and interpret
in vitro, in silico, and in vivo test results and develop more effective hazard assessment methods.

The purpose of the method and prototype described in this thesis is to create a knowledge
graph that integrates multiple data sources within the toxicology domain and links this informa-
tion with the TOXIN KG, which gathers in vivo data from previous tests. The KG is intended
to provide a centralized, structured resource that can be used to store and access integrated
toxicological information, and to facilitate the development of new methods for hazard as-
sessment. The prototype, known as the TOXIN Enriched Knowledge Graph (TEKG), is a
proof-of-concept implementation of this method that demonstrates its feasibility and potential
utility.

The method addresses several major challenges. Firstly, to address the problem of gran-
ularity in toxicology, the method uses the TXPO ontology, which provides a structured and
reliable representation of the relationships between toxicological processes at various levels
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of granularity. Secondly, the method is based on a cyclic methodology that provides support
for the constant verification and evaluation of the validity and usefulness of the development
with the help of a domain expert. This helps to bridge the skills gap between domain experts
and IT experts who develop the KG. Finally, the challenges of handling a large amount of data
being integrated and potential incoherences or discrepancies between resources are addressed
through the use of named graphs and provenance information.

TEKG is reproducible, transparent, and can be used as a component for a domain-specific
search tool, a way to better understand and link in vivo, in vitro, and in silico data, and as a
base for a tagging mechanism to find relevant toxicological concepts in a text. Overall, the
results of this project demonstrate the potential value and usefulness of TEKG for improving
access to relevant information and supporting hazard assessment.

7.2 Achievements

In this thesis, we have developed a method for integrating multiple toxicological data sources
and linking them with the TOXIN knowledge graph to facilitate the hazard assessment of new
compounds. Our key contributions include demonstrating the benefits of using a hybrid
approach that starts with an ontology, and afterward utilizes Linked Data to integrate different
data sources. This approach allows for the capture of granularity in the toxicological domain
and provides a consistent representation of the domain through the ontology while retaining
the flexibility of Linked Data. We have shown that the TXPO ontology is well-suited for this
task and should be considered by others pursuing similar projects.

Additionally, we have demonstrated the usefulness of using named graphs and prove-
nance information for storing data separately and keeping track of the origin of each set of
data. This enables us to easily access specific parts of the complete data as needed, making
it more adaptable. Additionally, by linking errors to specific sources or only using trusted
subsets of data, it becomes easier to track and correct any inconsistencies. Finally, we have
demonstrated the feasibility and utility of our approach to help toxicologists with hazard
assessment, and this work could be used as the foundation for further development and research
in the field of toxicology. Possible future development will be discussed in the next section.

Working on this project has been a great opportunity to collaborate with a real-life research
team and to be faced with the challenges of understanding domain needs and proposing effective
solutions. It has allowed us to improve our communication skills and work on all aspects
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of building a tool, from design to implementation. It has been a rewarding and challenging
experience.

7.3 Future Work

While TEKG serves as a proof-of-concept prototype, there is still significant work to be done
in order to fully realize the potential of the approach. In particular, the next steps in the
development of TEKG should focus on building a robust and scalable knowledge graph system
that can handle an increasing volume of data and generate a larger amount of relevant links.

To build a strong knowledge graph system, it is necessary to address all three layers of the
ARA architecture presented in Chapter 2, knowingly knowledge base construction, knowledge
storage and knowledge consumption. While the work presented in this thesis primarily focused
on the knowledge base construction, and in particular on schema development, data lifting
and data annotation, further development is needed to ensure the quality of the data being
integrated, as well as efficient storage and consumption mechanisms. This will allow the system
to effectively handle large volumes of data and provide more useful insights for toxicological
research, which will be essential for improving the accuracy and reliability of hazard assessment.

To ensure the quality and reliability of the knowledge graph system, various quality assess-
ment tools can be developed. These could include mechanisms for verifying the accuracy and
consistency of data, as well as techniques for detecting and correcting errors or inconsistencies.
Chapter 7 of [29] presents an overview of tools that could be used for this purpose. This could
involve the use of automated checks and validation processes, as well as manual review and
verification by domain experts. In addition, it may be necessary to develop approaches for
dealing with missing or incomplete data, and for handling multiple conflicting sources of infor-
mation. The separation of the KG into several named graphs and the creation of provenance
information should greatly facilitate this task.

With the increasing amount of data integrated into the KG and the corresponding increas-
ing amount of provenance information, the issue of data storage should be considered. One
option to address this problem is to design some filtering tool that makes it possible to only
store relevant “metadata” about the different sources, while the core of the biological data is
kept in the original sources. For provenance and updates history, some research for a better
organization and separation the data could be considered. For example, [15] proposes an orga-
nization where the data is separated into a deployed layer with the up-to-data information and a
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provenance layer with the previous versions of the data along with their provenance information.

As the knowledge graph grows in size and complexity, it will be important to develop
efficient interfaces for querying and accessing the data (knowledge consumption). In particular,
tools such as [27] that can help users find relevant relationships between entities in an RDF
graph could be useful for developing such interfaces. In order to fully realize the potential of
the knowledge graph system in toxicology, it will be necessary to continue developing and
refining these types of tools into a user-friendly interface.

Once the KGS is well built and robust, more information could be integrated into it. For
the moment, the data in the KG is focused on humans, i.e., we included information on human
genes, human processes, etc. One potential area for future development of the KGS is the
integration of data related to different species and the differences between their respective
biological processes, in order to increase precision. Another possibility is the integration of
adverse outcome pathways (AOPs), which are structured organizations of existing knowledge
illustrating causal pathways from the initial molecular perturbation triggered by various stres-
sors, through key events at different levels of biology, to the ultimate health or ecotoxicological
adverse outcomes. [32] developed a tool to build such AOPs from medical publications and
state that they provide valuable support for various needs in risk assessment.

Another possible improvement for the KG would be to enhance the mechanisms for linking
entities from different sources together, as well as linking TOXIN KG test data with toxic
effects. While these links can be established manually by a domain expert, it is a time-
consuming process. Alternatively, rule-based mechanisms or machine learning algorithms
could be employed to make these links semi-automatically and even to identify sets of evidence
that demonstrate toxicological effects based on the toxicological data in the KG. To achieve this
task, different tools already exist and could be adapted for this project. [35] gives an overview
of possible tools in this area.
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Appendix A

Internship with the TOXIN project

This thesis was coupled with an internship with the TOXIN project conducted at the Web &
Information Systems Engineering (WISE) Lab1, which is a research unit of the Vrije Univer-
siteit Brussel (VUB) that focuses on innovative information systems and human-computer
interaction. The internship was part of the TOXIN project2, which aims to establish non-animal
based, human-relevant strategies to assess repeated dose toxicity. This project brings together
expertise in in vitro experimental toxicology (In Vitro Toxicology and Dermato-Cosmetology
department), computational information systems (WISE lab), and ethics and legislation (Law,
Science, Technology & Society department).

Currently, the role of the WISE Lab is to develop a computational information system for
the TOXIN project. Specifically, they want to create an ontology-based knowledge base for
safety data of cosmetic compounds. This knowledge base will be at first composed of existing
safety evaluations issued by the Scientific Committee on Consumer Safety3. The knowledge
graph should be built and later accessible using a user-friendly tool that is based on the jigsaw
metaphor to hide the technicalities of semantic technology. This tool will be used to support
toxicologists in constructing and accessing the knowledge base.

During my internship, I focused on finding and analyzing external resources in the toxi-
cological domain that could be adapted to bring added value to the TOXIN project. My first
task was to gain a thorough understanding of the research domain and the challenges of the
project, and then to locate relevant information that was accessible and could be integrated

1https://wise.vub.ac.be
2https://wise.vub.ac.be/project/toxin
3https://health.ec.europa.eu/scientific-committees/scientific-committee-consumer-safety-sccs_

en

https://wise.vub.ac.be
https://wise.vub.ac.be/project/toxin
https://health.ec.europa.eu/scientific-committees/scientific-committee-consumer-safety-sccs_en
https://health.ec.europa.eu/scientific-committees/scientific-committee-consumer-safety-sccs_en
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into the project. My first accomplishment during the internship was the transformation of
the OpenToxipedia vocabulary from OpenTox [55] into an RDF graph, which purpose is to
clearly define the terms used in the knowledge base developed by TOXIN. This RDF graph has
finally been utilized as domain-specific information added to the “toxicological Tickle tool” for
learning purposes in the toxicological domain. The Tickle tool4 has been originally developed
to create a variety of innovative tools to engage young people in learning and to determine
whether these tools can help to lower the rate of school dropouts. The “toxicological Tickle
tool” is simply the adaptation of this tool for the toxicological domain.

The internship was the foundation for my thesis work, providing me with the opportunity to
define the problem and develop the method for my research. It involved regular meetings, both
with the WISE research team and with the consortium where I was asked to present updates
on my research. I also participated to the Knowledge Graphs For Data Integration (KG4DI)5

kick-off session, where I presented a poster about my work. The poster is represented in Fig.
A.1. Overall, this internship provided me with the opportunity to work on a project that has the
potential to advance safety assessment of chemicals without the use of animal testing, and to
contribute to the development of innovative information systems in the field of toxicology.

4https://wise.vub.ac.be/tickle/
5https://u0152642.pages.gitlab.kuleuven.be/kg4di-fwo-network/

https://wise.vub.ac.be/tickle/
https://u0152642.pages.gitlab.kuleuven.be/kg4di-fwo-network/
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Integrating datasets into a knowledge graph for hazard 

assessment in the toxicological domain

Context
• Hazard assessment (HA) is the identification and characterization of 

hazards linked to a new chemical compound.
• In vivo HA: Tests on animals and then analyse of the toxicity on their 

organisms.
• In vitro HA: Tests on molecules or cells in a glass.
• 3R rule: Replacement, Reduction, Refinement à need a better 

understanding of the biological processes that are influenced by the 
compound.

Challenges
• Granularity: Different levels of interaction 

(organ, cell, molecule).
• Amount of data: Huge toxicological ecosystem 

available.
• Interpretation: The knowledges evolve in time 

and different sources can have different 
conventions.

Guillaume Vrijens – Montefiore Institute, University of Liège

Master thesis on 
the TOXIN project

Contribution
à TOXIN developed a Knowledge Graph (KG) that gathers information about in vivo experiments contained in reports. This KG, 
combined with the huge toxicological ecosystem, can help make links between old in vivo data and new in vitro and in silico data by 
detecting correspondences between adverse outcomes and biological processes involved.

Summary
• The aim of the TOXIN KG is to provide a tool for toxicologists that simplifies 

access to relevant biological data in order to provide hazard assessment.
• We have proposed a method and tools to integrate information from 

various datasets starting from TOXIN KG. 
• Our method took into account the need to different interpretations using 

named graphs.

Conclusion
• TXPO gives a good representation of different toxic processes through 

different biological levels (molecule, cell,…).  
• The enrichment adds useful information to the KG. This process is delicate 

because only relevant data must be added, without contradictions.
• This KG may be used in NLP tasks to find relevant toxicological concepts in a 

text.

Future work
• This project is still in progress. The inter-linking 

process is in development and other resources 
could be integrated.

• To facilitate the utilization of the KG, an efficient 
interface should be designed.

• Machine learning could be used to find 
comparisons between compounds and effects to 
early identify some potential hazards.

Acknowledgements
• Christophe Debruyne
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OGG
Example

Toxicological 
ecosystem

Dossier
- A compound 
- An animal
- Effects observed

TOXIN KG
…

Named graphs

TXPO – Toxic process 
ontology

OGG

Inter-linking TOXIN and TXPO through named graphs. 
- Each graph corresponds to an expert “interpretation” or a 

current state of toxicological knowledge.
- A link can be made between a dossier and a toxic effect either 

directly when the same effect occurs in two datasets or 
indirectly via rules.    

Enrichment of TXPO with different 
resources from the toxicological 
ecosystem.

Fig. A.1 Poster presented at the KG4DI kick-off.
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